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Abstract— Data Mining (also known as Knowledge Discovery 

from Database KDD) is defined as extracting required 

knowledge from large available data. Association rule mining is 

defined as finding correlation among various items in available 
large dataset and finding useful knowledge and patterns from 

them. Frequent itemset is defined as finding the items with more 

occurrences in the dataset than other items. In recent time , data 

mining is an emerging field as execution speed and time 

consumption with incremental database is highly demanded .In 
this paper , a survey is conducted over association rule mining 

and frequent and closed frequent itemset , that how much work 

done in these fields recently and before. The basic purpose 

behind the survey is to compare different approaches and  find 

one better approach which can efficiently find set of frequent and 
closed frequent item with incremental database.  

 

Keywords— Association rule mining , Closed Frequent Itemset 
Data Mining ,Frequent Itemset, Incremental database. 

I. INTRODUCTION 

Data mining or knowledge discovery in databases (KDD) is  

a collection of explorat ions techniques based on advanced 

analytical methods and tools for handling a large amount of 

informat ion
 [4]

.During recent years, one of active research 

topic is association rule discovery. The association rule 

discovery is used to identify relationships among items in very  

large databases, to extract interesting correlations, associations 

among sets of items in the transaction databases or other data 

repositories. For example, g iven a market basket database, it 

would be interesting for decision support to know the fact that 

30% of customers who bought cocoa powder and sugar also 

bought butter. This analysis may be used to provide some 

basis if is required to increase  the sales and introduce from 

free schemes like , if 3 kg of sugar is bought then 100g butter 

free
[2] 

. 

   There are two sub problems on association rule mining: 

Finding frequent or large itemsets is the first sub problem. 

Frequent items can be generated in  two steps. Firstly, 

candidate large itemsets are generated and secondly frequent 

itemsets are generated using these candidate itemset. The 

itemset whose support is greater than the minimum support 
are referred as frequent itemsets [2].The support 

count for an itemset X is the total number of the 
transaction containing X. The support for an itemset X is 

defined as the ratio of support count to the total number of 

transaction in the database
 [13]

. 

Another major recent concept in this area is finding closed 

frequent itemset. A frequent itemset is called closed if there 

does not exist a superset that has the same support. Closed 

frequent itemset even preserve knowledge of the support 

values. The reason is that each frequent itemset has uniquely 

determined closed superset with the same support
 [3]

. 

Apriori algorithm is classical algorithm in data min ing 

towards finding frequent itemset and discovering association 

rule. Modifications in these basic algorithms also provide 

efficient techniques for finding frequent itemset.  

Next  section will provide various approaches and/or 

algorithms in this wide area of data mining.  

 

II. RELATED BACKGROUND 

Apriori is a seminal algorithm for finding frequent itemsets 

using candidate generation
 [1]

.It is characterised as level-wise 

complete search algorithm using anti-monotonicity of 

itemsets, ‖if an itemset is not frequent, any of its superset is 

never frequent‖. By convention, Apriori assumes that items 

within a transaction or itemset are sorted in lexicographic 

order. Apriori first scans the database and searches for 

frequent itemsets of size 1 by accumulating the count for each 

item and collecting those that satisfy the min imum s upport 

requirement
 [19]

. Apriori works in  two steps i.e. join step and 

prune step. In join step, the itemset with h igher support greater 

or equal to minimum support threshold will be moved to data 

base. In prune step, the itemset which cannot satisfy the 

minimum support threshold condition will be d iscarded. 

The limitation with apriori algorithm is that it every time 

scans the database to find and store frequent itemset. It is 

highly time consuming. This approach may not work better 

with large database or with incremental database. There 

should be some modifications in the algorithm to work better 

with it. 

In [6], Jaishree Singh et.al proposed an algorithm called  

Improved Apriori algorithm which reduces the scanning time 
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by cutting down unnecessary transaction records as well as 

reduce the redundant generation of sub-items during pruning 

the candidate itemset, which can form d irectly the set of 

frequent itemsets and eliminate candidate having a subset that 

is not frequent. 

In this method, an  attribute Size Of Transaction (SOT) is 

introduced. It contains number of items in individual 

transaction in database. The deletion process of transaction in 

database will made according to the value of K. Whatever the 

value of K, algorithm searches the same value for SOT in  

database. If value of K matches with value of SOT then delete 

only those transaction from database
 [6]

. 

This improved algorithm works better than apriori and also 

reduces I/O spending by reducing transaction records from 

database. Limitation of it cannot work well with incremental 

database. 

In [10], Marghany H. Mohammed and Mohammed M, 

Darwieesh proposed two algorithms CTFI(Count Table FI) 

and BCTFI (Binary Count Table FI) for efficiently finding 

frequent itemset. 

In the CTFI algorithm, a countable is used to compress 

database for quick frequent itemset generation and support 

count, respectively. It transforms original transaction data into 

new smaller transaction data with all informat ion of frequent 

itemsets. By this pass over the database with given 

transactions, we can get a new merge transactions and then the 

frequent itemsets can be obtained from bu ild ing countable of 

all items in new merge transactions, CTFI uses Intersection 

operation to generate frequent itemsets based on countable 

which compress the items
[10]

. 

Table 1 Transaction Data D in ARM 

TID List of Items 

T1 A,B,E 

T2 B,D 

T3 B,C 

T4 A,B,D 

T5 A,C 

T6 B,C 

T7 A,C 

T8 A,B,C,E 

T9 A,B,C 

 

Table 2   New Transaction data 

TID List of Items 

T1 A,B,E 

T2 B,D 

NT3 B,C 

T4 A,B,D 

NT5 A,C 

NT8 A,B,C,E 

 

Table 3 Count Table of all items in D  

TID A B C D E 

T1  1 1 0 0 1 

T2 0 1 0 1 0 

NT3 0 2 2 0 0 

T4 1 1 0 1 0 

NT5 2 0 2 0 0 

NT8 2 2 2 0 1 

 

 

 

 

Table 4 Frequent itemset in D 

Itemset Supp.count 

A 6 

B 7 

C 6 

D 2 

E 2 

A,B 4 

A,C 4 

A,E 2 

B,C 4 

B,D 2 

B,E 2 

A,B,C 2 

A,B,E 2 

 

 

 

 

 

In BCTFI algorithm, the original transaction data is 

represented by 0/1 binary representation. Using this 

representation, we are able to transform the data to decimal 

number
 [10]

. 

If the set of items of each transaction can be transformed in  

simple counTable, it may be possible to avoid repeatedly 
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scanning the original transaction database. If mult iple 

transactions share a common prefix 0’s and 1’s according to 

some sorted order in binary code, it may be possible to merge 

the shared sets with the number of occurrences registered as 

count with items listed according to a fixed order. It  is easy to 

check whether two transactions are identical if they have the 

same decimal number representation
 [10]

. 

                   Table 5 Binary representation of data 

TID A B C D E Decimal 

T1 1 1 0 0 1 25 

T2 0 1 0 1 0 10 

T3 0 1 1 0 0 12 

T4 1 1 0 1 0 26 

T5 1 0 1 0 0 20 

T6 0 1 1 0 0 12 

T7 1 0 1 0 0 20 

T8 1 1 1 0 1 29 

T9 1 1 1 0 0 28 

 

                Table 6  New Transaction in D 

TID A B C D E Decimal 

T1 1 1 0 0 1 25 

T2 0 1 0 1 0 10 

NT3 0 1 1 0 0 12 

T4 1 1 0 1 0 26 

NT5 1 0 1 0 0 20 

NT8 1 1 1 0 1 29 

 

 Table 7 Content Table of all items in D  

TID A B C D E 

T1 1 1 0 0 1 

T2 0 1 0 0 1 

NT3 0 2 2 0 0 

T4 1 1 0 1 0 

NT5 2 0 2 0 0 

NT8 2 2 2 0 1 

 

Limitation with these two algorithms is that it  cannot maintain 

the items over incremental database, but both can efficiently 

find frequent itemset. 

Moving towards closed frequent itemset mining, In [12], R 

Uday Kiran and P Krishna Reddy proposed an approach called 

IMS(Improved Multip le Support) apriori approach which is an 

extended approach of MS apriori approach.In this approach, 

each item is assigned with a minsup value known as ―Minimum 

Item Support‖(MIS) and frequent itemsets are generated  if an 

itemset satisfies the lowest MIS value among the respective 

items. The MIS value is assigned to each item equal to a 

percentage of its support. For every item ij ϵ I, the MIS(ij ) is 

calculated as: 

MIS(ij) = β S(ij) , if β S(ij) > LS 

            = LS else                                                             (1) 

Where β is user specified proportional value which can be 

varied between 0 to 1.S(ij) refers to support of an each item 

equal to f(ij)/N (f(ij) is frequency if ij  and N is number o f 

transactions in transaction dataset).LS is user specified Least 

Support Value
[12]

. 

Problem with this approach is if β  is set high, it can be observed 

that MIS for rare items will be relatively more close(almost 

equivalent) to their supports as compared with frequent 

items.As a result, itemsets containing rare items fail to satisfy 

the support of rare item in that itemset. So, frequent itemsets 

involving rare items are missed
 [12]

. 

IMS approach use the notion of support difference SD to 

specify the minimum support to items Support Difference refers 

acceptable deviation of an item from its frequency so that an 

itemset involving that item can be considered as frequent 

itemset. For each item ij , 

  MIS(ij) = S(ij) – SD when (S(ij)-SD)> LS 

               = LS otherwise                                                  (2) 

Value of SD can be calcu lated as SD=λ(1-α)                  (3) 

λ = parameter like mean, median, mode, max support of an item 

α = parameters ranging between 0 to 1. 
[12]

. 

IMS aprio ri approach efficiently prunes the itemsets in such a 

way of no losing rare itemset. But due to applying support for 

each item, it may be difficult to handle incremental approach.  

In [13], Show-Jane Yen et.al. presented an algorithm called 

MRFI-del (Maintenance of Representative Frequent Itemset). 

This algorithm works for maintaining closed frequent itemsets 

when transactions are deleted from a transaction database. 

When a transaction is deleted from a transaction database, 

MRFI-del only needs to apply some ru les to determine which 

closed itemsets need to be updated without generating the 

subsets of the transactions and searching the supersets for each 

subset. 

There are two structures for MRFI-del algorithm: First is 

content table and second is item table. Content table records the 

informat ion about closed itemsets. 

Table 8 Transaction Database D 

TID Items Bought 

1 ACTW 

2 CDW 

3 ACTW 

4 ACDW  

5 ACDTW  
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6 CDT 

 

Table 9 Content Table  

ID Closed 

Itemset 

SC IDs of I.C. 

Subsets 

IDs of 

I.C. 

Superset 

1 ACTW 3 5,9 6 

2 CDW 3 3,8 4 

3 CW 5 10 2,5 

4 ACDW  2 2,5 6 

5 ACW 4 3 1,4 

6 ACDTW  1 1,4,7 NULL 

7 CDT 2 8,9 6 

8 CD 4 10 2,7 

9 CT 4 10 1,7 

10 C 6 NULL 3,8,9 

 

The second structure is item table which includes two fields 

Item and identifier of the closed itemsets (CIDs) that contain the 

item. When a new closed itemset is generated, MRFI assigns it 

a unique identifier and records the identifier in the field  CIDs of 

the item table for the items which are contained in the new 

closed itemsets. 

Table 10 Item Table  

Item CIDs 

A 1,4,5,6 

C 1,2,3,4,5,6,7,8,9,10 

T 1,6,7,9 

W 1,2,3,4,5,6 

D 2,4,6,7,8 

 

MRFI-del algorithm is updated when transaction T is deleted. 

Because only the support for each closed itemset X C T will be 

deceased MRFI-del only needs to check if X is still a closed 

itemset after deleting T. If X is still a closed itemset, then we 

only need to subtract the original support count of X by 1.If X 

turns out to be non-closed itemset. We have to delete them from 

content table and item tab le
 [13]

. 

MRFI-del avoids doing a so many searching calculat ion and out 

performs CFI-del (Closed Frequent Itemset) algorithm 

significantly. The only limitat ion is there is no specification 

about incremental database handling.  

In [11], Ratchadaporn Amorchewin and Worapoj Kreesuradej 

proposed and algorithm called Promising Frequent Itemset 

Algorithm. An itemset is called promising that satisfies the 

following equation: 

min_sup(DB)-( )*inc_size<=min_PL<min_supDB                         

(4) 

Where min_sup  (DB) is min imum support count for an original 

database, maxsupp is maximum support count of itemsets, total 

size is a nu mber of transaction of an original database and 

inc_size is a maximum number of new transaction
 [11]

. 

In this paper, apriori algorithm is applied  to find all possible 

frequent k-itemsets and promising frequent k-itemsets. Apriori 

scans all transactions of an orig inal database for each iteration 

with 2 steps process are join and prune step. Unlike typical 

apriori algorithm, items in both frequent k-itemsets and 

promising frequent k-itemsets can be joined together in the join 

step. For a frequent item, its support count must be higher than 

a user-specified minimum support count threshold and for a 

promising frequent item, its support count must be higher than 

min_PL but less than the user-specified minimum support count
 

[11]
. 

Table 11 Transaction Data 

TID List of Item 

1 A,B,E 

2 B,D 

3 B,C 

4 A,B,D 

5 A,C 

6 B,C 

7 A,C 

8 A,B,C,E 

9 A,B,E 

10 A,C 

 

Table 12 Candidate 1-i temset 

Itemset Support 

A 7 

B 7 

C 6 

D 2 

E 3 

 

Table 13 Candidate, frequent and promise frequent 2-
itemset 

C2 support 

AB 4 

AC 4 

AD 1 

AE 3 

BC 3 

BD 2 

BE 3 

CD 0 

CE 1 

DE 0 

 

L2 support 
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AB 4 

AC 4 

PL2 support 

AE 3 

BC 3 

BD 2 

BE 3 

 

As an example, an original database shown in figure has 10 

transactions, i.e. |DB| = 10. Then 3 new t ransaction is inserted 

into original database i.e. |db| = 3. Here min imum support 

count for mining association rules is set to 4. So, min_PL is  

computed as : min_PL = 4-( )*3  = 2.  

Therefore, if any itemset has support count at least 2 but less 

than 4, then it will be promising frequent itemset
[11]

. 

This algorithm works better even with incremental database 

and find closed/promising frequent itemset efficiently. The 

future work that can be done is modifying apriori approach for 

finding frequent itemset.  

 

III. CONCLUSION 

The promising frequent itemset algorithm is much better 

algorithm than any other algorithm presented here as this 

algorithm can work efficiently with incremental database and 

also find frequent and promising frequent itemset efficiently.  

ALGORITHM REVIEW 

Apriori Frequent rescanning of database. Not 
suitable for incremental approach 

Improved Apriori Reduce the transaction better than 

apriori. But not helpful in increasing 
database handling 

CTFI and BCTFI Binary to decimal and vice versa 
conversion become complex when 

there is a huge data base. So 
efficiency may go down. 

MRFI-del Djfkgj      Restore the closed itemset  after delete    
the   T      Transction 

IMS Apriori  Difficult to handle incremental 
approach due to not considering        
any parameter for increasing database  

Promising Frequent Itemset 

Algorithm 

 Efficiently find frequent and 

promising frequent itemset.Basically 
use the apriori algorithm for frequent 
itemset.So  much better modification 

in apriori can be done. 
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