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Block-based Background Subtraction 
 

A bs tr a ct  

 

This paper presents an approach to background subtraction based on rectangular regions (blocks). The general principle  is to 

successively divide  the image into blocks and detect foreground pixels based on the colour histogram and the  variance  between pixels 

of the blocks. Then, the classic Gaussian Mixture background subtraction method is applied to refine  the  detected foreground. Results 

show that this approach reduces false positives by filtering noise  coming from small motion as it is based on groups of pixels instead of 

on individual pixels. 
 

I ntr od uc tio n  

 
Motion detection is a crucial task in many computer vision applications,  such as robotics, video monitoring,  and action   

recognition.   Several   approaches   to  motion   detection   are   based   on  background   subtraction.   The fundamental  principle  
of background  subtraction  is to build a background  model of an empty scene, and then compare that model with the current 

image. The difference forms the moving objects. However, irrelevant pixels can  be  detected  as  foreground  (shadow,  image  

noise,  dynamic  scene  element,  etc.).  Thus,  a  background subtraction method has to be able adapt to different conditions in a 

video sequence and to a changing background. Most background subtraction methods label pixels as background or foreground 

based on pixel by pixel decis ion such as Single Gaussian  (SG) [4], Kernel Density Estimation  (KDE),  Temporal  Median Filter, 
etc. [5]. Thus, these methods can be sensitive to noise and small perturbations [1]. 

 

In this paper, we present a block-based  background subtraction method, RECTGAUSS-Tex, originally proposed in [2]. We have 

slightly modified the original method to automatically determine the best block size based on the image resolution. In this method, 
background modeling is done at different scales based on color histograms and the textural content of image blocks. Results show 

that this method reduces the number of false positives.  
 

Background m od eli ng  

 
The reference image (the first frame of a video sequence) is divided into blocks of size . Originally,  the blocks were 4x3, which 

is not always appropriate,  except for 1.33 ratio images.  Therefore,  we made a change  to the method of [2] in order to adapt to 

different image sizes. Thus, first, the reference image is divided into blocks of size depending  on the image ratio. For each 

block, a color histogram  (64 bins for each RGB channel) and the variance  of the pixels of the block are calculated.  These  two 

statistical  measures  captures  the statistics  of the pixels in the blocks and thus of the background. This is the finest scale. blocks are 
then grouped together and their statistics  are merged  until a minimum  number  (user defined)  of blocks are obtained.  Four 

blocks at the finest scale gives one block at the next scale, and so on. This gives background image . The background is updated by 

substituting blocks that are labeled as background during motion detection.  
 

C o ncl usi o n s  

 
In this paper,  the background  subtraction  method  of is applied  on the dataset  of 3. This method  is based on modeling the 

background with blocks at different scales. First, the background is modeled using blocks that are in turn modeled  with a color 

histogram  and the variance  of intensities.  Then, the Gaussian  Mixture  background subtraction  method  is applied  to detect  

significant  motion  in the finest  scale.   This method  was evaluated  in function of performance measures  (FNR, Recall,  etc.). 

Results show that our approach reduces false positives by filtering noise coming from small motion as it is based on groups of 

pixels instead of on individual pixels.



Robust techniques for background subtraction in urban traffic video 
 

A bs tr a ct:  

 
Identifying moving objects from a video sequence  is a fundamental and critical task in many computer-vision applications. A common 

approach is to perform background subtraction, which identifies moving objects from the portion of a video frame that differs 

significantly from a background model. There  are many challenges in developing a good background subtraction algorithm. First, it 

must be robust against changes in illumination. Second, it should avoid detecting non-stationary background objects such as swinging 

leaves, rain, snow, and shadow cast by moving objects. Finally, its internal background model should react quickly to changes in 

background such as starting and stopping of vehicles. In this paper, we compare various background sub- traction algorithms for 

detecting moving vehicles and pedestrians in urban traffic video sequences. We consider approaches varying from simple  techniques 

such as frame differencing and adaptive  median filtering, to more sophisticated probabilistic modelling techniques. While 

complicated techniques often produce superior performance, our experiments show that simple  techniques such as adaptive median 

filtering can produce good results with much lower computational  complexity. 
 

I ntr od uc tio n  

 
Identifying moving objects from a video sequence is a fundamental and critical task in video surveillance, traffic monitoring and 

analysis, human detection and tracking, and gesture recognition in human-machine interface. 
 

A common  approach  to identifying  the moving  objects  is background  subtraction,  where each video frame  is compared against 

a reference or background model. Pixels in the current frame that deviate significantly from the background  are considered  to be 
moving  objects.  These  \foreground"  pixels  are further  processed  for object localization   and  tracking.   Since  background   

subtraction   is  often  the  first  step  in  many  computer   vision applications,  it is important that the extracted foreground pixels 

accurately correspond  to the moving objects of interest. Even though many background subtraction algorithms have been 

proposed in the literature, the problem of identifying moving objects in complex environment is still far from being completely 

solved. 
 

Background Subtraction A l go rit hm  

 
Even though there exist a myriad of background subtraction  algorithms  in the literature, most of them follow a simple  flow 
diagram  shown in Figure  1. The four major steps in a background  subtraction  algorithm  are pre processing,  background   

modeling,  foreground  detection,  and  data  validation.  Pre  processing  consists  of  a collection of simple image processing tasks 

that change the raw input video into a format that can be processed by subsequent steps. Background  modeling uses the new video 

frame to calculate and update a background model. This background  model provides a statistical  description  of the entire 

background  scene. Foreground  detection then identifies  pixels  in the video  frame  that cannot  be adequately  explained  by the 
background  model,  and outputs them as a binary candidate foreground mask. Finally, data validation examines the candidate 

mask, 
 

Eliminates those pixels that do not correspond  to actual moving objects, and outputs the final foreground mask. Domain 
knowledge and computationally-intensive vision algorithms are often used in data validation. Real-time processing  is still feasible 

as these sophisticated  algorithms  are applied only on the small number of candidate foreground  pixels.  Many different  
approaches  have been proposed  for each  of the four processing  steps.  We review some of the representative ones in the 
following subsections. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Background Subtraction P r epr o ces si ng[2 ]  

 
In most computer  vision systems,  simple  temporal  and/or  spatial smoothing  are used in the early stage of processing to 

reduce camera noise. Smoothing can also be used to remove transient environmental  noise such as rain  and  snow  captured  in  

outdoor  camera.  For  real-time  systems,  frame-size  and  frame-rate  reduction  are commonly  used to reduce  the data 

processing  rate. If the camera  is moving  or multiple  cameras  are used at



different  locations,  image registration  between  successive  frames or among di_erent  cameras is needed before background 
modeling [1, 2]. 

 

 
Background M od e lli ng  

 
Background  modelling  is at the  heart  of any  background  subtraction  algorithm.  Much  research  has  been devoted to 

developing a background model that is robust against environmental  changes in the background,  but sensitive enough to identify 

all moving objects of interest. We classify background modelling techniques into two broad categories { non-recursive  and 

recursive. They are described in the following subsections.  We focus only on highly-adaptive  techniques, and exclude those that 
require significant resource for initialization. These include schemes described in [13] and [14], which store tens of seconds of 

video to construct initial background models that  are  characterized   by  eigen-images   [13]  or  temporal  maximum,   minimum,  

and  maximum  inter-frame differences of all identified background pixels [14]. For the remainder of this paper, It(x; y) and Bt(x; 

y) are used to denote  the luminance  pixel intensity  and its background  estimate  at spatial  location  (x; y) and time t. The 

spatial coordinate (x; y) may be dropped if it is not relevant in the description 
 

Data Va lid ati o n  

 
We define  data validation  as the process  of improving  the candidate  foreground  mask  based  on information obtained  from  

outside  the  background  model.  All  the  background  models  in  Section  2.2  have  three  main limitations:  first, they ignore any 

correlation  between neigh boring pixels; second, the rate of adaption may not match  the  moving  speed  of  the  foreground  

objects;  and  third,  non-stationary  pixels  from  moving  leaves  or shadow cast by moving objects are easily mistaken as true 

foreground objects. 

 
C o ncl usi o n s  

 
In this paper, we survey a number of background subtraction algorithms in the literature. We analyze them based on how they 

differ in pre processing,  background  modelling,  foreground  detection,  and data validation.  More research, however,  is needed 

to improve robustness  against environment  noise, sudden change  of illumination, and to provide a balance between fast 

adaptation and robust modelling. 
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