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Abstract —With the advanced development of resource technology, more and more digital resources are available in 

Internet. To maintain college study material repository online as  i propose a “Intelligent Recommender system for 

student using Bayes Classification Algorithms”. this system provides document classification as well as recommender 

system for college students. It helps staff to upload study material and  students to get the study material by convenient 

way and allow to provide rating for every study material to re-rank the links of study material uploaded by the staff. Re-

ranking concept increases the interest of the student as he will get what he wants easily and overcome the resource 

restriction problem by providing additional live recommender system to student by using educational search engine. 
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I. INTRODUCTION 

  

Today‟s generation is a digital generation, every thing is going online. To maintain college study material repository 

online we propose a document classification as well as recommender system for college students. System proposed 

different modules like Admin panel, Staff, classification Analysis, Student , Recommender system. 

 In our system, staff members will upload any document on server. The document will get classified first by 

Rake Algorithm and then this output will get provided by weka tool using  bayes  document classification techniques and 

stored on server, The uploaded documents will be given to students as per their profile along with this we propose 

recommender system which recommend rating and liking wise study materials to student.  

 In case if the study material is not available for any subject, our system will recommend live data to the 

student by using educational search engine enabled.  

  

II. CLASSIFICATION TECHNIQUE 

 

Classification predicts categorical labels (classes), prediction model continuous-valued functions. In‟ Intelligent 

Recommender system for student using Bayes Classification Algorithm‟, the classification techniques are defind as, first 

RAKE Algorithm is use.when any type of subject related document is uploaded in this study portal so this document can 

be classified by RAKE Algorithm as, it will abstracted the keyword Pharisees in that document. And this will be the first 

step in this classification techniques.  

 After that first step of classification, this document can further classified by the WEKA Classification 

technique.in that weka classification I used Bayes classification Alogorithm.also in that Bayes classification for more 

efficient result I used Naive Bayes.the RAKE Algorithm output can be passes by the WEKA classifier-er techniques can 

classifying document page by page formate.so that time reduction of producing result is puts an advantages over that 

system 

 In Weka tool the .Bayes classification Alogorithm is worked as, 

 Structure learning of Bayesian networks using various hill climbing (K2, B, etc) and general purpose (simulated 

annealing, tabu search) algorithms. 

 Local score metrics implemented; Bayes, BDe, MDL, entropy, AIC. 

 Global score metrics implemented; leave one out cv, k-fold cv and cumulative cv. 

 Conditional independence based causal recovery algorithm available. 

 Parameter estimation using direct estimates and Bayesian model averaging. 

 GUI for easy inspection of Bayesian networks. 

 Part of Weka allowing systematic experiments to compare Bayes net performance with general purpose 

classifiers like C4.5, nearest neighbor, support vector, etc. 

 Source code available under GPL
1
 allows for integration in other open-source systems and makes it easy to 

extend. 

 Let ,  be a set of variables. A Bayesian network  over a set of variables  is 

a network structure , which is a directed acyclic graph (DAG) over  and a set of probability 

https://www.cs.waikato.ac.nz/~remco/weka_bn/footnode.html#foot18
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tables   where    is the set of parents of    in  . A Bayesian 

network represents a probability distributions  . 

 Where as Naive Bayes is work as following way, 

Naive Bayes classifiers are a collection of classification algorithms based on Bayes’ Theorem. It is not a single 

algorithm but a family of algorithms where all of them share a common principle, i.e. every pair of features being 

classified is independent of each other. 

 In spite of their apparently over-simplified assumptions, naive Bayes classifiers have worked quite well in many 

real-world situations, famously document classification and spam filtering. They require a small amount of 

training data to estimate the necessary parameters. 

 Naive Bayes learners and classifiers can be extremely fast compared to more sophisticated methods. The 

decoupling of the class conditional feature distributions means that each distribution can be independently 

estimated as a one dimensional distribution. This in turn helps to alleviate problems stemming from the curse of 

dimensionality. 

In Intelligent Recommender system for student using Bayes Classification Algorithm, in student section I provided 

„Educational search engine‟.behind that search engine NLP Algorithm is used. This NLP Algorithm is used to identifying 

the fake keyword.when any student trying to search rather than the educational related keyword/data so in that case this 

NLP Algorithm is identifying that keyword as fake. And not producing any search related information. So by using that 

classifications techniques this puts good advantages over that system. 

 

III. LITERATURE SURVEY 

  

With the advanced development of resource technology, more and more digital resources are available in Internet. The 

DL is introduced to provide readers with information and knowledge service at anytime from anywhere. Also, with the 

extension of network applications, more and more information is delivered and shared in the digital world. Digital 

Library (DL) has gradually been viewed as one of the most important digital information and knowledge resources 

because it could easily represent a variety of digitalized contents with text, image, video and audio without considering 

time and location limitation. Therefore, DL has become a convenient and successful solution for information services. It 

replaces large part of services with the capability of information delivery via Internet. 

Many intelligent mechanisms applied in DLs have been proposed, which could help users retrieve information 

that are required with less time [2,3,4]. For example, Song et al. (2007) [5] suggested a document automatic classification 

system with an intelligent agent. To support on-line users to conveniently browse and search news, a hierarchical news 

map is offered in an automatic generation system [6]. In particular, the map gradually becomes one of the main trends 

that provide users with an integrating mechanism to efficiently gather different kinds of knowledge contents from 

different resources in DLs. 

On the other hand, as the volume of digital materials and information sources are getting larger and larger, the 

DL has to move from being passive with little personalization for users to being proactive with tailored information for 

individual users. Personalization can help satisfy individual‟s need by understanding their preference. It has gradually 

become one of the important ways to improve the service quality of DLs [1,7,8]. Research literature indicated that 

personalization could be achieved by the user-guided approach (called adaptable) or automatic approach (called adaptive) 

[1,7,9,10]. The former indicates that the personalized pattern is directly created by the information provided by each user. 

For example, the My Yahoo! and MyLibrary are introduced with adaptable personalization. 

 

IV.  ANALYSIS OF PROBLEMS 

  

In existing literature, personalized study material recommendation is proposed. To recommend study material, user‟s 

personal information is used, Existing system only recommends the study material in any order. The concept of re-

ranking is not discussed. In existing system, the resources are restricted and dependent on administrator. 

 To overcome these drawbacks, we propose a new re-ranking technique in which system will use ratings 

given by x students/other students to re-rank the links of study materials. Re-ranking concept increases the interest of the 

student as he will get what he wants easily. We also overcome the resource restriction problem as we are providing 

additional live recommender system to student. 

 

V. PROPOSED WORK 

  

Following are the Modules provided by the system: 

5.1. Admin Panel 

 To Manage the system process like Register staff, Create staff  log  in, View staff details, Approve pending 

student registrations, View students, Register branches, Register branch wise subjects, Allocate subjects to staff. 
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5.2. Staff 

 Staff will do Log in, View allotted subjects, Upload documents,Delete document, Approve pending student 

registrations, Communicate with student, Communicate with other staff member,.manage keyword in document 

classification. 

 

5.3. Document classification 
 The document uploaded by the staff member, will be processed by first RAKE Algorithm and then passes to 

the weka tool using  bayes  document classification techniques. 

 

5.4. Student 

 Student will do Registration, Log in, View recommended notes/study material, View live recommended 

links for every subject, Search any educational study materials if necessary. View own search history, Communicate with 

staff. 

 

5.5 Recommender system 
 System propose two types of recommendation techniques 

 5.5.1. Study material recommendation 
  The study material uploaded by the guide will recommend to student as per his profile. 

 5.5.2. Live study material recommendation 
  The relevant study materials will be extracted from Google using Google API. 

 

VI. RESULT 

 This section presents the detailed information about the classification techniques in Intelligent 

Recommender system for student using Bayes Classification Algorithm  in order to demonstrate the complete 

process.firstly this is the home page which takes the input data set from user. 

                      

      

Figure 1. Home Page 
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6.1. Admin panel 

 In this admin panel is having following type of result is generating according to working of the admin. 

 

  
Figure 2. Admin Panel 

 

6.2. Staff 

 According to the staff working, the result is produces as following ways. 

 

  
Figure 3. Staff Panel 
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6.3. Student panel 

 According to the working of the student this student panel is shown below. 

 

  
 

Figure 4. Student Panel 
 

6.4. Classification Analysis 
 On the basis of all project working this final document analysis result is producing by following way. 

 

  
 

Figure 5. Classification Analysis 
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