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Abstract —Image search re ranking is an effective technique to filter the text-based image search result. Most existing re 

ranking approaches are based on low level visual features. In this project, we implement to exploit semantic attributes 

for image search re ranking. Based on the classifiers for all the pre defined attributes, each image is represented by an 

attribute feature consisting of the responses from these classifiers. A hypergraph is then used to model the relationship 

between images by integrating low-level visual features and attribute features. Hypergraph ranking is then performed to 

order the images. 

Keywords-Search, hypergraph, attribute-assisted ,Re ranking ,classifier. 

I. INTRODUCTION 

The dramatic increase of online images, image retrieval has attracted significant attention in both academia and 

industry. Many image search engines such as Google and Bing have relied on matching textual information of the images 

against queries given by users.  However, text-based image retrieval suffers from essential difficulties that are caused 

mainly by the incapability of the associated text to appropriately describe the image content.   Recently, visual reranking 

has been proposed to refine text-based search results by exploiting the visual information contained in the images. The 

existing visual reranking methods can be typically categorized into three categories as the clustering based, classification 

based and graph based methods. The clustering based reranking methods stem from the key observation that a wealth of 

visual. 

Be that as it may, for inquiries that arrival profoundly assorted results or without clear visual examples, the execution 

of the clustering  based techniques is not ensured. In the characterization based method, visual reranking is figured as 

double order issue intending to recognize whether every query output is important or not. Pseudo Relevance Feedback 

(PRF) is connected to choose preparing pictures to take in a classifier or a positioning model. On the other hand, in 

numerous genuine situations, agent cases acquired by means of PRF for the preparation dataset are exceptionally loud 

and won't not be satisfactory for developing powerful classifiers. Chart based strategies have been proposed as of late and 

got expanding consideration as showed to be successful. 

In this paper, we propose to abuse more grounded semantic relationship in the diagram for picture pursuit reranking. 

Then again, semantic characteristics have gotten gigantic consideration as of late, where their adequacy was exhibited in 

wide applications, including face confirmation, object acknowledgment , fine-grained visual arrangement, grouping with 

people on the up and up and picture look . Semantic qualities could be shape, shading, composition, material, or some 

portion of articles, for example, "round," "red," "mental," "wheel" and "leg" and so on. As a sort of middle of the road 

level descriptor, a trait has semantic importance instead of low-level visual components, however it is anything but 

difficult to model contrasted with a full protest, e.g., "auto". In this manner, credits are relied upon to restricted down the 

semantic crevice between low-level visual components and abnormal state semantic implications. Besides, trait based 

picture representation has additionally indicated awesome guarantees for discriminative and spellbinding capacity 

because of instinctive translation and cross-classification speculation property. 

II. LITERATURE REVIEW 

 

2.1 Supervised reranking for web image search 

 

AUTHORS: Linjun Yang 

Visual search reranking that aims to improve the text-based image search with the help from visual content analysis has 

rapidly grown into a hot research topic. The interestingness of the topic stems mainly from the fact that the search 

reranking is an unsupervised process and therefore has the potential to scale better than its main alternative ,namely the 

search based on offline-learned semantic concepts, the unsupervised nature of the reranking paradigm also makes it 

suffer from problems, the main of which can be identified as the difficulty to optimally determine the role of visual 

modality over different application scenarios. 
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2.2 Bayesian visual reranking 

AUTHORS:X. Tian, L. Yang 

Visual reranking has been proven effective to refine text-based video and image search results. It utilizes visual 

information to recover “true” ranking list from the noisy one generated by text-based search, by incorporating both 

textual and visual information. In this paper, we model the textual and visual information from the probabilistic 

perspective and formulate visual reranking as an optimization problem in the Bayesian framework, termed Bayesian 

visual reranking. In this method, the textual information is modeled as a likelihood, to reflect the disagreement between 

re-rank results and text-based search results which is called ranking distance. 

 

2.3 Harvesting image databases from the web. 

AUTHORS:F. Schroff, A. Criminisi 

The objective of this work is to automatically generate alarge number of images for a specified object class (for ex-

ample, penguin). A multi-modal approach employing both text, meta data and visual features is used to gather many 

,high-quality images from the web .Candidate images are obtained by a text based web search querying on the object 

identifier (the word penguin).The web pages and the images they contain are downloaded. The task is then to remove 

irrelevant images andre-rank the remainder. First, the images are re-ranked using a Bayes posterior estimator trained on 

the text surrounding the image and metadata features (such as the image alternative tag, image title tag, and image 

filename). No visual information is used at this stage. Second, the top-ranked images are used as (noisy) training data and 

a SVM visual classifier is learnt to improve the ranking further. The principal novelty is in combining text/meta-data and 

visual features in order to achieve a completely automatic ranking of the images. 

 

2.4 Image ranking and retrieval based on multi-attribute queries 

 

AUTHORS: B. Siddiquie, R. S. Feris 

We propose a novel approach for ranking and retrieval of images based on multi-attribute queries. Existing image 

retrieval methods train separate classifiers for each word and heuristically combine their outputs for retrieving multiword 

queries .Moreover, these approaches also ignore the interdependencies among the query terms. In contrast, we propose a 

principled approach for multi-attribute retrieval which explicitly models the correlations that are present between the 

attributes. Given a multi-attribute query, we also utilize other attributes in the vocabulary which are not present in the 

query, for ranking/retrieval. Furthermore, we integrate ranking and retrieval within the same formulation ,by posing them 

as structured prediction problems. Extensive experimental evaluation on the Labeled Faces in the Wild(LFW), Face 

Tracer and PASCAL VOC datasets show that our approach significantly outperforms several state of-the-art ranking and 

retrieval methods. 

 

                                       III.       SURVEY OF PROPOSED SYSTEM 

 

         We proposed to refine text-based search results by exploiting the visual information contained in the images 

.Graph based methods have been proposed recently and received increasing attention as demonstrated to be effective. 

The multimedia entities in top ranks and their visual relationship can be represented as a collection of nodes and edges. 

After a query “baby” is submitted, an initial result is obtained via a text-based search engine. It is observed that text-

based search often returns “inconsistent” results. The experimental results demonstrate superiority of the proposed 

attribute-assisted reranking approach over other state-of-the-art reranking methods and their attribute-assisted variants. 

            Then the re-ranked result list is created first by ordering the clusters according to the cluster conditional 

probability and next by ordering the samples within a cluster based on their cluster membership value, a fast and accurate 

scheme is proposed for grouping Web image search results into semantic clusters. It is obvious that the clustering based 

reranking methods can work well when the initial search results contain many near duplicate media documents. proposed 

a semi-supervised framework to refine the text based image retrieval results via leveraging the data distribution and the 

partial supervision information obtained from the top ranked images 

                                                                 IV.        PROPOSED ALGORITHM 

  

4.1Algorithm (Attribute -Assisted Hypergraph Learning) 

 

Step 1 . Initialization. 

 

Step 2 . Label update. 

 

Step 3.Weight update. 
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Step 4. Update matrix. 

 

Step 5 .Result. 

 

4.2.Mathematical Model 

Let S is the Whole System Consist of 

S= {I, P, O} 

I = Input. 

I = {U, Q, IMG,} 

U = User 

U = {u1,u2….un} 

Q = Query Entered by user 

Q = {q1, q2, q3…qn} 

IMG = Image. 

IMG = {img1,img2,….imgn} 

P = Process. 

Step1: User will enter his required query. 

Step2: As per query he will select particular or exact required image. 

Step3: The next process is Keyword Expansion. 

Keyword expansion is one way to make the textual description of the query more detailed. 

The set of keyword expansions defines the reference classes for the query keyword. 

Step4: After that Image Retrieval via expanded keywords. 

Content-based image retrieval with relevance feedback is widely used in order to solve this ambiguity 

Step5: Remove outlier process. 

The retrieved top images are used as the training examples of the reference class after automatically removing outliers. 

Step6: Remove redundant reference classes. 

The redundant reference classes are removed in order to improve the efficiency of online image re-ranking. 

Image Re-Ranking: 

Computing the visual similarities that reflect the semantic relevance of images is the key component of image re-ranking. 

Online image re-ranking limits users’ effort to just one-click feedback is an effective way to improve search results and its 

interaction is simple enough. 

OUTPUT: The result will be the user expected Query Response. 

 

V      SYSTEM ARCHITECTURE 
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Fig 5.1 System Architecture 

 

After a query “baby” is submitted, an initial result is obtained via a text-based search engine. It is observed that text-

based search often returns “inconsistent” results. Some visually similar images are scattered in the result while other 

irrelevant results are filled between them, such as “dog” and “Disney baby”. Based on the returned images, both visual 

features and attribute features are extracted. In particular, the attribute feature of each image consists of the responses 

from the binary classifiers for all the attributes. These classifiers are learned offline. Visual representation and semantic 

description are simultaneously exploited in a unified model called hyper graph. 

 

 

VI   CONCLUSION AND FUTURE WORK 

 

Image search re ranking has been studied for five years and various techniques have been implemented recently to boost 

the performance of text-based image search engine for general queries. This technology serves as a first attempt to 

include the attributes in re ranking framework. We observe that semantic attributes are expected to narrow down the 

semantic gap between low-level visual features and high- level semantic meanings. Motivated by that, we propose a 

novel attribute-assisted retrieval model for re ranking images. Based on the classifiers for all the predefined attributes, 

each image is represented by an attribute feature consisting of the responses from these classifiers. A hypergraph is then 

used to model the relationship between images by integrating low-level visual features and semantic attribute features. 

We perform hypergraph ranking to re-order the images, which is also constructed to model the relationship of all images 

.In our future   work will be semantic based web image search. 

  

        ACKNOWLEDGMENT 

 

We might want to thank the analysts and also distributers for making their assets accessible. We additionally appreciative 

to commentator for their significant recommendations furthermore thank the school powers for giving the obliged base 

and backing. 

 

                                                                                        REFERENCES 

 

 

[1] L. Yang and A. Hanjalic, “Supervised reranking for web image search,” in Proc. Int. ACM Conf. Multimedia, 2010, 

pp. 183–192. 

[2] X. Tian, L. Yang, J. Wang, Y. Yang, X. Wu, and X.-S.Hua, “Bayesian visual reranking,” Trans. Multimedia, vol. 13, 

no. 4, pp. 639–652, 2012. 

[3] F. Schroff, A. Criminisi, and A. Zisserman, “Harvesting image databases from the web,” in Proc. IEEE Int. Conf. 

Comput. Vis., Oct. 2007, pp. 1–8.  



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 2,Issue 12,December -2015,e-ISSN: 2348 - 4470 , print-ISSN:2348-6406 
 

@IJAERD-2015, All rights Reserved                                                                    24 

 

[4] B. Siddiquie, R. S. Feris, and L. S. Davis, “Image ranking and retrieval based on multi-attribute queries,” in Proc. 

IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2011, pp. 801–808.  

[5] A. Farhadi, I. Endres, D. Hoiem, and D. Forsyth, “Describing objects by their attributes,” in Proc. IEEE Conf. 

Comput. Vis. Pattern Recognit., Jun. 2009, pp. 1778–1785.  

[6] N. Kumar, A. C. Berg, P. N. Belhumeur, and S. K. Nayar, “Attribute and simile classifiers for face verification,” in 

Proc. IEEE Int. Conf. Comput. Vis., Sep./Oct. 2009, pp. 365–372.  

 

 

   AUTHORS  

ABHIJIT MAKARAND, pursuing the B.E degree in Computer Engineering at All India Shri Shivaji 

Memorial Society’s, Pune. 

 

SHUBHAM KATKAMWAR, pursuing the B.E degree in Computer Engineering at All India Shri Shivaji 

Memorial Society’s, Pune. 

 

 

PUSHPAK WAGHMARE, pursuing the B.E degree in Computer Engineering at All India Shri Shivaji 

Memorial Society’s, Pune. 

 

 

ABHUJ PRATIKSHA, pursuing the B.E degree in Computer Engineering at All India Shri Shivaji 

Memorial Society’s, Pune. 

 

 

NAVALE GIRISH, Assistant Professor in Computer Engineering at All India Shri Shivaji Memorial 

Society’s, Pune. 

 

 


