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Abstract - Speech recognition is recognized as one of the most advanced and reliable biometric technologies, commonly
used in automatic personal identification systems. There are various applications such as multimedia browsing tool,
access center, security and finance. This paper includes the study of recognition of speech from human voice using Mel-
frequency cepstrum coefficients (MFCC) features. Commands are used for recognition of speech with the help of 16 mel-
scale warped cepstral coefficients independently. The growth in 10T technology and mobile devices has sustained the
development of speech recognition system.

KEYWORDS -- MEL-FREQUENCY CEPSTRAL COEFFICIENTS (MFCC); INTERNET OF THINGS TECHNOLOGY(IOT); SPEECH
RECOGNITION

I. INTRODUCTION

One of the most important manners of communication to exchange feelings and information is Speech. Without
knowing the meaning of speech, the computer based speech recognition systems simply converts the speech into textual
representation. This type of system has various applications such as security devices, household appliances, cellular
phones, ATM machines and computers. Speech processing mainly includes Speech recognition and Speaker recognition.
The main aim of automatic Speaker recognition is to extract, characterize and recognize the information about speaker
identity to identify a speaker by his or her voice.

Speech is very useful and efficient way to train a machine. Also it can be used for communicate with the machines.
This feature can also be used for biometric authentication for verifying the identity of a person in applications like
banking by telephone and voice mail. Speech recognition system is evolving as big need in the robotics field. To make
the robot capable to follow commands through voice, speech recognition is most important.

If we consider human-robot interaction, there are various options for human to communicate with robot, which are from
visual to touch to voice. There are various ways through which interaction is possible, whether the interaction is human
to human or human to robot.

In this process, initially we are going to capture the voice signal using microphone. Then by applying algorithm, we

are going to reduce noise interference and silence suppression. Then the output signal is then processed to extract the
features. To extract the features MFCC algorithm is used. Then features are used as input to Artificial Neural Network
system. ANN is the most efficient and accurate for training and testing of speech samples.
In this process, initially we are going to capture the voice signal using microphone. Then by applying algorithm, we are
going to reduce noise interference and silence suppression. Then the output signal is then processed to extract the
features. To extract the features MFCC algorithm is used. Then features are used as input to Artificial Neural Network
system. ANN is the most efficient and accurate for training and testing of speech samples.

Il. RELATED WORK

While Internet of Things gradually become a hot topic of research and business and has been everywhere used in
many industries. 10T with speech processing definitely will result in great human help related to many industrial as well
as surveillance work. In this paper, we firstly we captured the speech signal and then extracted its features using MFCC
algorithm. Then, using 10T technology and Wi-Fi, communication between human and robot takes place.?

I1l. LITERATURE SURVEY

Pialy Barua et al [1] worked on neural network based recognition of speech using MFCC features. This paper shows the
results from primary study to recognize the speech from human voice using mel-frequency cepstrum coefficients
(MFCC) features. The 16 mel-scale cepstral coefficients were warped and used independently for reorganization of
speech from two Bangla commands of our native language. Result of matching features in neural network shows that
MFCC features work significantly to recognize the speech.
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Chin Kim On et al [2] worked on mel-frequency cepstral coefficient analysis in speech recognition. Speech recognition is
considered as one of the most popular and reliable technologies used in automatic personal identification systems. In this
paper, the zero crossing extraction and energy level detection are applied to the recorded speech signal for
voiced/unvoiced area detection. Then detected voice signals are inputted for segmentation. Then further this MFCC
signals are processed for ANN.

Amab Pramanik et al [3] proposed the automatic speech recognition system using correlation analysis. The growth in
wireless communication has supported with mobile devices with speech recognition systems. In this paper, a simple
algorithm has been developed for matching patterns to recognize the speech. The mel-frequency cepstral coefficient is
used as feature of the recorded speech. This is implemented using principle of correlation. All the simulation experiments
carried out with MATLAB software which produced relatively good results.

Bacha Rehman et al [4] implemented hardware for speech recognition using MFCC and Euclidean distance. In this paper,
Digital signal processor based speech recognition system has been developed with improved performance in terms of
recognition accuracies and computational cost. This paper gives an approach of isolated speech recognition by Digital
Signal Processor using MFCC and Euclidean distance.

IV. BLOCK DIAGRAM

PC
(Client#1)

Thingspeak Cloud

< :> WiFi

Module

Microphone

ATmega328
Microcontroller
Motor#l

Motor (Client#2)
Driver
Motor#2 |< ::

Figl- Block Diagram

V. THE OPERATION OF THE SYSTEM

In our proposed system we are using MFCC algorithm of artificial neural network. This algorithm is used as a feature
extraction. Features extracted from MFCC is given to ANN. So that we can recognize commands to control the vehicle.
The proposed system also leverage of Internet of Things that is used to control the vehicle remotely from any part of the
world. ThingSpeak cloud server is the communication server between PC and vehicle. Speech recognition is done by PC.
It sends commands to ThingSpeak cloud server. WIFI is used by the vehicle to connect with the internet. Mainly TCP/IP
communication protocol is used for communication purpose. Training of commands that to be used is included in speech
recognition. After complete training, we can send commands to control the vehicle. Robotic vehicle operates as per the
commands received. For this purpose ATmega328 microcontroller is used to operate the vehicle. Microphone is used to
transmit the data. The user can send commands like 'FORWARD','RIGHT','LEFT','STOP".

After receiving the commands, microcontroller then works on it to control the motor in given directions. Microcontroller
is connected to the motor driver circuit to drive the robotic vehicle. Now we can control the vehicle remotely from any
part of the world that is the main advantage of this system.
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Flow Chart-

ROBOT SIDE
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FLOW CHART-

Speech Processing Side
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V1. CONCLUSION

Training and testing is carried out in planned manner, it has more benefits and is therefore worth considering. This is
achieved by implementing MFCC and ANN. Testing and training is fast and accurate .In this project Arduino is used
with atmega328 microcontroller is used to construct robot vehicle in order to recognize the spoken word. Internet of thing
technology is used to access in wireless mode i.e. we can access robotic vehicle from any part of the world remotely.

VII. RESULT

RESULT OBTAINED ON SYSTEM

Qutput obtained on hardware

On hardware part the input is voice from microphone is fed to PC in terms of voice signal. Role of PC is to provide
output according to program the commands will be sent to microcontroller.

For robot application, here DC motor is used. So motor driver is required due following two reasons.

e  Microcontroller output gives max 30 to 40 mA of current but motor needs 1Amp of current.
e  Microcontroller output gives max 5 V of voltage but motor needs 12 V of voltage.

Output obtained on software

The input is fed to microphone it will be asked to record.

File Edit Format Run Options Window Help

om Tkinter import * ‘
1 threadin ort Thread p" - o B R
1 record in record _to_file L& “Pton 2713 Shel

1 features ¢ mfee File Edit Shell Debug Options Window Help

u anntester_single import Python 2.7.13 (v2.7.13:a06454blafal, Dec 17 2016, 20:42:58) [MSC v.1500 32 bit ( 4|
scipy.io.wavfile zz wav Intel)] on win32

Type "copyright", "credits" or "license()" for more informatiom.

¥y

—==—==================== RESTART: C:\Python2T\main,py ———————————————=e——==

clazs Application(Frame):

def createWidgets(self):
self.button_image = PhotoImage (file="button.gif")
3elf.RECCRD = Button(self, image=self.button image, width
3elf.RECCRD.pack()
3elf.TEXTBOX = Text (3elf, height="1", width="30")

2e1f. TEXTBOX .pack ) 74 t = miim

def _ init_ (self, master=None):
Frame._ init__ (self, master)
zelf.pack()

self.createlidgets()
3elf.TEXTBOX.insert (INSERT, "Presz to record")

self . TEXTBOX.tag_config("recording”, foreground="red", jy
3elf.TEXTBOX.tag_config("success", foreground="da
3elf ,TEXTBOX.configure (state="disablzd")

rkqreen
Press to record

def record buttonpress(self): \
recorder_thread = Thread(target=record and test, args=(ss -
recorder_thread.start()

def record and_test(textbox, button, filename="test files/test.vd

# Disable button and change text
button.configure (state="disabled")

textbox.configure (state="normal")
textbox.delete("1.0", END)
textbox.insert (INSERT, "Recordi

textbox.configure (state="disabled")

# Record to file
record_to_file(filename)

A (%l o

Fig2- Asked to provide input
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The input is given as voice signal is obtained and into keep separately in train folder.

[ Python 2.7.13 shel
Edit Shell Debug Options

File

Window Help
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>3> |
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Once input is fed again with a

L% anntester single.py - C\Pyth

File
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Fig 3- Result obtained after training.

voice command will be there in test folder.

Edit Format Run 0Qf

f testInic():

f extractFeature(s

#5etup Neura

f1 = oper
weights n]
testNet = Te

n testHi

#Get MFCC Fe
(rate,sig) =
duration =

input_data =
audio = inpu
plt.plot (aud.

plt.ylabel ("
plt.xlabel ("
ple.title ("
plt.show()

p t mfcc_fi
nMECC

mfce fea
[1

elem in

at.e

st /= np.max

inputArray =

re n input,

feedToNetwork (ing

3Tenr wTAn

e *Python 27.13 Shell*
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The testing file will be worked out for feature extraction technique. Here MFCC is used.

| & anntester_single i =T
File Edit Forma Lg *Python 27.13 Shell sEE
File Edit Shell Debug Options Window Help |
Python 2.7.13 (v2.7.13:a06454blafal, Dec 17 2016, 20:42:59) [MSC v.1500 32 bit ( -+
Intel)] on win32
Type "copyright", "credita" or "license()" for more information.
e (%) Figure 1 a (o o=
========————————— RESTART: C:\Python27\anntester single.py =
< main .TestingNetwork instance at Ox0ESEE7DE>
testInit|| [7717.73064144 -27.65541082 ©.31072653  2.49862055  6.80428435
#Ser 08434556 10.62745251  €.2974337  1.61472477  £.11741833
£1 7.87864718 -3.16692124 -3.22911363]
weigh .01185757 -26.65809126 12.81907601  7.44052548 13.36518983
testl 03032255 11.64365849  0.63099492  3.40112435  1.44120815
e 37227414 1.12400584  £.34463093]
7.8574315 .88915877  5.24358015  0.25860733  7.42227395
.4612984 .88B23937  £.03805268 10.23251407  3.83092717
95141865 -0.16273181  1.62463109]
7.85643012 -28.56451439  5.16562304 -3.00366938  4.48291721
7.21719608  7.42103669 -1.50158466 -4.27558412 -12.08243534
.16909314 -4.76248941 -6.60787312]
7.77831501 -31.15261663 28022824 -10.3607555 -0.32142073
7250746 27093 17854348 -16.04799073 -10.88186714
05371932 -0.28816522 -2.BE072573]
7.89267915 -32.93176846 -1.16832898 -4.01460638  7.47427935
9146595  5.82310197  4.44320413 -7.22174053 -15.13106846
-2.80785252 -2.5438027  -E.53608714]
[ 17.85592859 -31.30520236  0.78372773 -7.91975678  3.21474601
5.1208275  6.40696662  E.01058367  6.37081584  4.66418067
-2.51424861 -4.82820084  £.04682093)
[ 17.76232699 -33.11258935 -1.08480807 -2.76441420  5.40403861
6.42099258  7.69376356  3.709460103  4.06170386  4.13306162
0.50396085  6.67364334 -1.95913106]
[ 17.84422841 -30.34397973  3.58150856 -¢.13970509  0.17283961
0.28604704  £.335021 8.60053956 -1.37012115  4.05876926 T T T
2.58647155  1.59093361  8.77663112] 125 150 17.5
[ 17.74984551 -30.60712439  3.21863389 -1.35121028  3.89349048
10.10017648  7.9941722  1.16318192 -1.38069866  1.35471212
11,96534779  17.01838331  5.61498746)
[ 19.48389749 -10.54789402 -23.62378785 -38.0932944  -5.84118748
-7.58970881 834615 -2.85895224  1.38337664 14.67153208
23.41408661 23.27274617  6.29954243]
¢ feedToNef| [ 18.49047803 -17.17747957 -5.36482481 -11.71359421 18.53857561 =

Fig 5- Feature extraction using MFCC

Detection of features
detected.

Ln: 77 Col 16

is compared with the train and test database from that recognition of voice command will be

[ main py - C\Python2/\maingy (2 1.13) I

File Edit Format Run Options Window Help

-

Tkinter

threading i © Thread
record ir record to_file
u features 1 nfce

scipy.io.wavfile a= wav
warnings
warnings.filterwarnings ("ignore")

Application(Frame):

f createWidgets(self):

gelf.button image = PhotoImage (file="button.gif")

gelf.RECORD = Button(self, image=self.button image, width="10
self.RECORD.pack()

self.TEXTBCX = Text(self, height="1",
self .TEXTBOX.pack()

width="30")

__init__ (self, master=None):
Frame._ init__ (self, master)

self.pack()

self.createWidgets ()

self .TEXTBOX.insert (INSERT, "Press to record")

=elf . TEXTBOX. tag_config(" ording”, foreground="red", justif]

self
self

.TEXTBOX.tag_config("success", foreground="darkgreen", juj
.TEXTBCX.configure (state="dizabled")

f record buttonpress(self):
recorder thread = Thread(target=record and test, args=(self.Tl
recorder thread.start()

record and test(textbox, button, filename="test files/test.wav”):

# Disable button and ck
button.configure (state="disabled")
textbox.configure (state="normal")
textbox.delete("1.0", END)
textbox.insert (INSERT, "Recor o
textbox.tag_add("recording”, "1.0", END)
textbox.configure (state="disabled")

a")

2 Poncwd s Fila

| & *Python 2.7.13 Shell*

BEEE

File Edit Shell Debug Options Window Help

Intel)] on win32
Type "copyright",
bl

"credits" or "license()" for more information.

===—————————————=—==—=== RESTART: C:\Python27\main.py
Please start giving volce command
out3side while

MFCC Feature Length: 20
1
[[ 9.96010681e-01  2.39951405e-03 4,23955082e-05 4,78192301e-04

1.01450035e-04]]
Command sent : Lights-ON

(=] i

74 tk

b4

Detected: Lights-CON

Fig 6- Detection of command.
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Once command is detected is sent to cloud. Thingspeak cloud is used to transmit the information.

M Thingspeak - hibansal® x ¥ [ Speech Command Datz - X

&« C' | & Secure | https://thingspeak.com/channels/244956/private_show | i

|:| ThingSpeak"‘ Channels ~  Apps  Community  Support ~ HowtoBuy  Account~  SignOut

Field 1 Chart O & % Field 2 Chart (SR S

Speech Command Data Speech Command Data
Sk }\- ﬁ S5k \
ok I

3. Apr 17 Apr 1. May 15. May 3. Apr 17. Apr 1. May 15. May

Date Date
ThingSpeak.com ThingSgeak.com

Speech Command
Speech Command

£ Add Visualizations

S !

Fig 7- ThingSpeak Cloud Platform

Result Table-
Speech Actual Result Test Result/Command Sent to Cloud
FORWARD The command is “2222” “2222”
RIGHT The command is “4444” “4444»
LEFT The command is “6666” “6666”
STOP The command is “8888” “8888”
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