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Abstract— Privacy preserving allows sharing of privacy sensitive data for analysis purposes so it is very popular 

technique. so, people have ready to share their data. In recent years, privacy preserving data mining is an important one 

because wide availability of data is there. It is used for protecting the privacy of the critical and sensitive data and 

obtains more accurate results of data mining. The random noise is added to the original data in privacy preserving data 

Mining (PPDM) approach, which is used to publish the accurate information about original data. The main objective of 

privacy preserving data mining is to develop algorithms for modifying the original data and securing the information to 

be misused, so that the private data and private k nowledge remain as it is after mining process. This topic is used to 

reiterate several privacy preserving data mining technologies to protect sensitive information’s privacy and obtaining 

data clustering  with  minimum information loss for multiplicative a ttributes in dataset. 
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I. INTRO DUCTION 

       Recent developments in informat ion technology have enabled collection and processing of vast amounts of 

personal data, such as criminal records, shopping habits, credit and medical history, and driving records. This 

informat ion is undoubtedly very useful in many areas, including medical research, law enforcement and national 

security. However, there is an increasing public concern about the individuals' privacy. Privacy is commonly seen as the 

right of individuals to control information about them.  

Generally when we talk about privacy as ―keep information about me from being availab le to others‖. Our real 

concern is that our  informat ion not be misused. The fear is there  of information to be misuse once it is released. 

Utilizing this distinction – ensuring that a data mining project won’t enable misuse of personal information – opens 

opportunities that ―complete privacy‖ would prevent. so we need technical and social solutions that ensure data will not 

be released. second view is corporate privacy – the release of informat ion about a collection of data rather than an 

individual data item. here concerns is not about the individual’s personal informat ion ; but knowing all of them enables 

identity theft. This collected in formation problem scales to large, multi -indiv idual collections as well.  

Advantages of Privacy Protection are personal information protection,  proprietary or sensitive informat ion 

protection, enables collaboration between different data owners (since they may be more willing or able to collaborate if 

they need not reveal their informat ion), and compliance with legislative policies. Concerns about informational privacy 

generally relate to the manner in which personal informat ion is collected, used and disclosed. When a business collects 

informat ion without the knowledge or consent of the individual to whom the informat ion relates, or uses that informat ion 

in ways that are not known to the indiv idual, or discloses the informat ion without the consent of the individual, 

informat ional privacy may be violated.  

Achieving the privacy of the data in data stream model is quite difficult than traditional data mining model because 

of the characteristics of data stream model. There is continuous flow of the data and real time processing of the data 

object, incorporating privacy preserving phenomenon befo re making data available to classification or clustering 

algorithm requires interrupting rate of flow incoming data, doing some processing to achieve privacy. So algorithms 

should be appropriately configured to cope with the interruption. Because the whole  data set are not available at the same 

moment, ach ieving privacy preserving in data stream model is more d ifficu lt.  

II  RELATED WORK  

 

         The concept of K-anonymity is discussed in [1]. The k1-anonymity privacy requirement, which requires each 

record in an anonymized table to be indistinguishable with at least k-other records within the dataset, with respect to a set 

of quasi-identifier attributes. To achieve the k-anonymity requirement, they used both generalizat ion and suppression for 

data anonymization. 

In general, kanonymity guarantees that an individual can be associated with his real tuple with a probability at most 1/ k . 

In general, k anonymity guarantees that an individual can be associated with his real tuple with a probability at most 1/ k . 

While k-anonymity protects against identity disclosure, it does not provide sufficient protection against attribute 

disclosure. There are two attacks: the homogeneity attack and the background knowledge attack. The other technique 

discussed in [1] is the perturbation approach, The perturbation approach works under the need that the data service is not 

allowed to learn or recover precise records. In  the perturbation approach, the distribution of each data dimension 
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reconstructed independently. This means that any distribution based data min ing algorithm works under an implicit  

assumption to treat each dimension independently. Another branch of privacy preserving data min ing which using 

cryptographic techniques was developed[1]. Th is technique is hugely popular for two main reasons: First, cryptography 

offers a well-defined model for privacy, which includes methodologies for proving and quantifying it. Second, there 

exists a vast toolset of cryptographic algorithms and constructs to implement privacy -preserving data min ing 

algorithms.But, recent work has pointed that cryptography prevents privacy leaks in the process of computation. Thus, it 

falls short of providing a complete answer to the problem of privacy preserving data mining.  

 

The another technique in [1] is  randomized response techniques. The basic idea of randomized response is to scramble 

the data in such a way that the central place cannot tell with probabilities better than a pre -defined threshold whether the 

data from a customer contain truthful informat ion or false informat ion. The last technique in [1] is the condensation 

approach, which constructs constrained clusters in the data set, and then generates pseudo-data from the statistics of these 

clusters. This approach uses a methodology which condenses  the data into multiple groups of predefined size, For each 

group, certain statistics are maintained. Each group has a size at least k, which is referred to as the level of that privacy -

preserving approach. The greater the level, the greater the amount of privacy. At the same time, a greater amount of 

informat ion is lost because of the condensation of a larger number of records into a single statistical group entity.  

 

In [2] paper , the above discussed techniques are given and one more technique is discussed that is soft 

computing techniques. Soft computing is a consortium of methodologies which work synergistically and provides in one 

form or another flexib le informat ion processing capabilities for handling real-life ambiguous situations.  

Soft computing techniques[2] include fuzzy logic, neural networks, genetic algorithms, and rough sets. Fuzzy sets 

provide a natural framework for the process in dealing with uncertainty. It makes it possible to model imprecise and 

qualitative knowledge as well as the transmission and handling of uncertainty at various stages. Neural Networks are 

widely used for classification and rule generation. Genetic algorithms are adaptive, robust, efficient and global search 

methods, suitable in situations where the search space is large. Rough set is a mathematical tool for managing uncertainty 

that arises from indiscernibility between objects in a set. In paper [5] all this techniques are repeated with some log ical 

modifications. The k-anonymity[5] privacy requirement, which requires  each record in an  anonymized table to be 

indistinguishable with at least k-1 other records within the dataset, with respect to a set of quasi-identifier attributes. To 

achieve the k-anonymity requirement, they used both generalization and suppression for data anonymizat ion. Unlike 

traditional privacy protection techniques such as data swapping and adding noise, informat ion in a k-anonymous table 

through generalization and suppression remains truthful.  

In the perturbation approach[5], the distribution of each data dimension is reconstructed independently. This means that 

any distribution based data min ing algorithm works under an implicit assumption to treat each dimension independently. 

In many cases, a lot of relevant information for data mining algorithms such as classificat ion is hidden in inter-attribute 

correlations. 

Another branch of privacy preserving data mining which using cryptographic techniques[5] was developed. This branch 

became hugely popular  for two main reasons: Firstly, cryptography offers a well-defined model for privacy, which  

includes methodologies for proving and quantifying it. Secondly, there exists a vast toolset of cryptographic algorithms 

and constructs to implement privacy-preserving data mining algorithms. 

 Another two approach are discussed that is randomized response techniques and condensation approach[5]. A number of 

methods have recently been proposed for privacy preserving data min ing of mult idimensional data records. This paper 

intends to reiterate several privacy preserving data min ing technologies clearly and then proceeds to analyze the merits 

and shortcomings of these technologies. 

 

III.PROPOS ED WORK 

 

   Data perturbation refers to a data transformation process typically performed by the data owners before 

publishing their data. Two reasons of performing such data transformat ion. On one hand, the data owners want to change 

the data in a certain way in order to disguise the sensitive informat ion contained in the published datasets, and on the 

other hand, the data owners want the 

transformation to best preserve those meaningful data min ing models which has domain -specific data properties that are 

critical for building, thus maintaining mining task specific data utility of the published datasets.  

The data streams pre-processing stage perturb confidential data using perturbation algorithm. According to the 

security need, Users can flexib ly adjust the data attributes to be perturbed. So, risks and threats can be effectively reduce d 

from releasing data.  

 

Discrete cosine transformation can preserve the Euclidian distances between original and transformed domains, which is 

unitary transformation. The concern of DCT is preserving privacy as well as Euclid ian distances. In DCT, data 

characteristics remain unchanged during whole process and behavior of data as same as original data. 
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Proposed Algorithm: 

  

Procedure : DCT Based Multiplicative Data Perturbation.  

Input:Data Stream D, Sensitive attribute S. 

Intermediate Result: Perturbed data stream D ’. 

Output: Clustering results R and R’ of Data stream D and D’ respectively.  

 

Step 1: Given input data D with tuple size n, extract sensitive  attribute . 

Step 2:Use Min-Max Normalization: 

 
 

Step 3:Calculate  

                             Where k = 1,2…….N 

                                        

                                    D(n) =  

Step 4: Mult iply f(x) with  for k=1 or multiply with  for  2 <k <N 

Step 5: Crate perturbed dataset D’ by replacing sensitive attribute  in original dataset D with f(x). 

Step 6: Apply k-Mean clustering algorithm with d ifferent values of k on original dataset D having sensitive attribute S. 

Step 7: Apply k-Mean clustering algorithm with different values of k on perturbed dataset D’ having perturbed sensitive 

attribute P. 

Step 8: Create cluster membership matrix o f results from step 5 and step 6 and analyze.   

  

 

IV. IMPLEMENTATION METHODOLOGY 

 

MOA (Massive Online Analysis) - Framework  

Massive Online Analysis (MOA) [10] is a software environment for implementing algorithms and running 

experiments for online learning from evolv ing data streams. To scaling up the implementation of state of the art 

algorithms to real world dataset sizes, MOA GUI deals with that type of challenging problems . It contains 

collection of online and offline for both clustering and classificat ion as well as tools for evaluation[10]. By getting 

insights into workings and problems of different approaches, Researchers getting benefits, pract itioners can easily  

apply and compare several algorithms to real world data set and settings. MOA supports bi-directional interface with 

WEKA. 

 

MOA working GUI  

MOA contains data stream generators, classifiers, clustering algorithms and evaluat ion methods. 
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Figure  4 : MOA Graphical User Interface  

 

The Technology and platform used to implement DCT is Java and Netbeans 6.9. As input it takes no. of columns and no. 

of rows and extract sensitive attributes as per the domain datas et. The output is xls file of modified values of sensitive 

attributes. 

 

V. EXPERIMENTAL RES ULT  

 

Results of Proposed Work 

The dataset I have taken is Basketball dataset. The results are taken considering the window size and the no. of sensitive 

attributes. As the no. of sensitive attributes and window size decreases the accuracy  increases. So the results are as 

follows Showing the Membership matrix for basketball dataset considering attribute age and time duration.  

 

 

 

 OriginalData set clustering 

Data clustering on  dataset after data 

perturbation on sensitive 

attribute(Age,Time_Duration)  

(All Classes) No. Of Correctly clustered instances  

Clusters No. instances in each Cluster Age Time_Duration 

C1 5681 5239 5315 

C2 14131 11348 13275 

C3 10188 8195 8878 

Total 30000 24782 27468 

Result Accuracy (% ) 82.60 91.56 

 

Figure 5: Membership Matrix for  Basketball Dataset (w=3000 and k=3)  

 

Original Data set clustering 

Data clustering on  dataset after data 

perturbation on sensitive 

attribute(Age,Time_Duration)  

(All Classes) No. Of Correctly clustered instances  

Clusters No. instances cover  in each Cluster  Age Time_Duration 

C1 4112 
3129 

4007 

C2 7790 
6793 

7684 

C3 8407 
8305 

8308 

C4 2730 
2001 

2649 

C5 4961 
3212 

3569 

Total 28000 
23441 

26216 

Result Accuracy (% ) 83.71 93.62 

 

Figure 6 :Membership Matrix for Basketball Dataset (w=2000 and k=5)  

 

OriginalData set clustering 

Data clustering on  dataset after data 

perturbation on sensitive 

attribute(Time_Duration, Duration)  

(All Classes) No. Of Correctly clustered instances  

Clusters No. instances cover  in each Cluster  Age Time_Duration 
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C1 1216 1147 1201 

C2 25746 23774 25607 

C3 1038 956 1029 

Total 28000 25877 27837 

Result Accuracy (% ) 92.41 99.41 

Figure 7: Membership Matrix for Basketball Dataset (w=2000 and k=3)  

 

Now the accuracy results of attribute age and time duration are as showing in the graph based on Precision and recall 

measure which are used to measure the accuracy. 

 

  

 

 

Figure 8: Accuracy on attribute Time_Duration in Basketball dataset(w=3000 and k=3) 

  

 
 

Figure : 9 Accuracy on attribute Time_Duration in Basketball dataset  

(w=2000 and k=3) 
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Figure 10 : Accuracy on attribute Time_Duration in Basketballdataset  

(w=2000 and k=5) 

 

 

 

 

 
 

Figure 11 : Accuracy on attribute Age in Basketball dataset (w=3000 and k=3) 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12 : Accuracy on attribute Age in Basketball dataset(w=2000 and k=5)  
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As shown in results , if the window size is 2000 and no. of sensitive attribute is 3, than there is higher accuracy of the 

data that is 99.41%. Like this all the sensitive attributes results should taken. 

 

VI. CONCLUS ION 

 

Privacy is the most important approach to protect the sensitive data. The data which they don’t want to share, People are 

very much worried about their sensitive information. My survey in this topic focuses on the existing techniques which 

have been already present in the field of Privacy Preserving Data Mining. From my analysis, I have found that, no single 

technique that is used in all domains. All techniques perform in a di fferent way as the type of data as well as the type of 

application or domain. But still from my analysis, I can conclude that Random Data Perturbation and Cryptography 

techniques perform better than the other existing methods. Cryptography is best techniqu e for encrypting  sensitive 

informat ion. On the other hand Data Perturbation will help to preserve data so sensitive information  is maintained. And 

at last, I want to say that perturbation technique with normalization is used to improve the level of priva cy so 

perturbation technique with normalizat ion is more accurate than all other existing techniques. 
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