
 International Journal of Advance Engineering and Research 
Development 

Volume 4, Issue 10, October -2017 

 

@IJAERD-2017, All rights Reserved  569 

Scientific Journal of Impact Factor (SJIF): 4.72 
e-ISSN (O): 2348-4470 

p-ISSN (P): 2348-6406 

A Review of Object Detection and Tracking Methods 
 

Dr. Rachna Verma
1 

 
1
Department of Computer Science and Engineering, Faculty of Engineering, 

 JNV University, Jodhpur, Rajasthan, India 

 

Abstract: Moving object tracking in videos is an actively researched area for the last two decades due to its practical 

applications in many areas, such as event analysis, human computer interaction, crowd analysis, etc. Extensive research 

reported some success applications in highly constrained domains, but there are still many challenges that need to be 

resolved, such as abrupt object motion, changes in appearance of the object, non-rigid objects, occlusion, illumination, 

etc. This paper presents a comprehensive review of various object tracking approaches reported in literature and 

proposes a new categorization to group various tracking approaches to streamline future researches. It also discusses, in 

detail, methods used in each category for tracking single and multiple objects. Finally, the paper concludes by setting 

directions for further research. 
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I. INTRODUCTION 

 

Now a days, many researchers are actively involved in the development of computer vision systems that try to 

simulate the basic abilities of biological systems, such as the abilities to understand scenes, detect objects(static or 

moving), understand surrounding, recognize events, analyze crowd, count people, detect people and vehicles detection, 

etc. Object detection refers to finding an object of some interest in a scene, for example detecting people, vehicles, etc. in 

a scene. Object tracking refers to estimate the trajectory of a moving object in a scene, for example, tracking the 

trajectory of a moving car to find lane violation. For tracking objects, videos are generated either from static cameras, 

such as surveillance cameras, or moving cameras, such as cameras mounted on a mobile robot. In a static camera, the 

background is always static and objects move, while in a moving camera, objects move in a dynamic background. 

In order to design a robust visual tracker, there are some fundamental problems, such as abrupt object motion, 

changes in appearance of the object, occlusion, illumination, non-rigid objects and real time processing requirements, 

which need to be resolved. The appearance of the object often varies during tracking, for example appearance changes 

due to articulation, rotation or geometrical transformations of the object. Therefore, to achieve the robustness in tracking, 

adaptability to appearance changes is necessary.  

 

II. OBJECT TRACKING FRAMEWORK 

 

A typical object tracking framework, as shown in Figure 1, generally consists of three modules: Object Detection, 

Object Modeling and Object Tracking. They interact with each other during a tracking process. These are discussed in 

detail in the following sections. 

III. OBJECT DETECTION 

 

Object detection, a pre-requisite for initializing a tracking process, refers to locate the object of interest in every 

frame of a video sequence. There are generally two approaches of object detection strategies commonly used to initialize 

a tracking process: (1) manually locating the object in the first frame and let the system detects features, such as corners, 

to track the object in the next frame and (2) automatic detection of the object using predefined features, such as color.  

There are many techniques to detect moving objects: Background subtraction, Kalman filter, particle filter.  

Background Subtraction [1-3] is widely used in video sequences having static background. The method 

segments the image into foreground and background. The foreground contains moving objects such as moving people, 

cars while the background contains static objects, like road, building, trees, stationary cars, etc.  

In this technique, a reference background image is first captured when the objects of interest are not present in 

the scene. The moving object is detected by subtracting the current image frame from the reference background image. 

The resulting difference image has values below a predefined threshold in the background area of the current image 

except the area occupied by the object. The pixels where the difference is above the threshold are classified as 

foreground. As, in practice, the background of any scene gradually changes with time, the reference background image 

should be updated from time to time to avoid false detection of objects.  

Temporal differencing [4] is a method most suitable for scenarios where the camera is moving. It detects objects 

by taking differences of consecutive frames (two or three), pixel by pixel. In a moving camera situation, the motion of 

the camera and the motion of the object are mixed up. Therefore, some researchers [2] proposed to estimated and adjust 

camera motion first and then apply the background subtraction method. The temporal differencing method fails to detect 
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the overlapping areas the moving objects and wrongly detects the trailing region of the object, known as ghost region, for 

a fast moving object. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Optical flow [5, 6] is another technique to find moving objects in video frames. It gives a two-dimensional 

vector field, also called motion field, that represents velocities and directions of each point in consecutive image 

sequences [5]. Discontinuities in the optical flow help in segmenting images into regions that correspond to different 

objects. The method, being computationally expensive, has an advantage that it can detect motion in video sequences 

having dynamic background. 

Object detection can be done by training a classifier that learns different object views and appearances by means 

of supervised learning methods. After a classifier is trained, the decision is made on the test region whether it is a target 

object or not. Various learning methods are described later in the paper. 

 

IV. OBJECT MODELING 

 

Object modeling represents the object of interest in a scene. To represent an object, features are extracted that uniquely 

defines an object. These features or the descriptors of an object are then used to track the object. A feature is an image 

pattern that differentiates an object from its neighbourhood. The features of an object are converted into descriptors, also 

referred as appearance features, using some operations around the features. 

 

4.1 Object representation 

Object representation refers to how an object is modeled and represented for tracking. In general, the choice of an object 

representation depends on an application domain. The commonly used object representations for tracking are: Centroid, 

multiple points, rectangular patch, elliptical patch, part-based multiple patches, object skeleton, complete object contour, 

control points on the object contour and object silhouette. 

Point representation – In the point representation [7-9], an object is represented by either a point, i.e. the 

centroid pixel of an object, or by a set of points on an object. Points are obtained using some statistics on the object of 

interest. The main advantage of using the point representation is its efficient processing and manipulation. 

Primitive geometric shapes - The object is represented by primitive shapes like rectangle, square, ellipse, 

circle, etc. Rectangle is the most widely used shape for tracking people [10]  and vehicles [11]. 

Articulated shape models - Articulated objects, like human body, are composed of body parts that are held 

together with joints. The body parts consist of primitive geometric shapes, such as rectangles, cylinders and ellipses. The 

relationship between the parts is governed by kinematic motion models, for example, joint angle, etc. Part-based model 

for pedestrian detection, based on the detection of individual body parts or limbs, is well described by Andriluka et 

al.[12].  
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Figure 1:  A typical object detection and tracking framework 
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Skeletal models - Skeleton representation is used to model both articulated and rigid objects. The skeleton is 

defined as a set of articulations within an object that describes the dependencies and defines constraints between the 

representations of the parts [17]. In [12] the authors utilized the skeletal model for detecting significant number of people.  

Object silhouette - Silhouette [13], also called Blobs, is the region inside the contouring boundary of the object. 

A blob is binary mask that represents an object of interest, the object regions are represented by ones and the non object 

regions are by zeros.  

Contour - Contour [14] defines the boundary of an object. It only describes the edges enclosing the object, a 

representation suitable for non-rigid objects. For contour based methods, the silhouette is represented either explicitly or 

implicitly.  

 

4.2 Appearance features (descriptors) 

There are a number of ways to represent the appearance features, also called descriptors, of an object, such as probability 

densities of object appearance and template. 

The color histogram [9,15] is the most popular approach for probability density estimates of the object 

appearance. The major limitation of using histograms is that two objects that have very similar color histogram may have 

totally different appearance.  

 Templates[16], suitable only for tracking objects whose poses do not vary considerably during the course of 

tracking, are formed using simple geometric shapes or silhouettes. It is an ordered list of appearance observations inside 

its region and carries both spatial and appearance information. Templates, however, only encode the object appearance 

generated from a single view. 

  

V. OBJECT TRACKING 

 

Object tracking refers to estimating the trajectory of a moving object in a video. For tracking, it is necessary to find the 

positions of the object in two consecutive frames to generate the trajectory and this process is repeated for the entire 

video sequence. Sometimes, the object is occluded by some other object in a few numbers of frames and then appears 

again. Therefore, the tracker must be robust enough to handle partial or full occlusion. 

 There are number of issues, such as abrupt object motion, noise in the image sequences, changes in appearance of the 

object and the scene, illumination, etc.,  that need to be handled while designing a robust visual tracker. In general, a 

robust tracker should perform the following:  

1. It must detect all the objects that entered or moved in the scene. For example a parked car which remains static 

in many frames, suddenly starts moving must be tracked.  

2. It must differentiate between multiple objects. For example, in a football match, two or more person crossing 

over each other. To track all such objects unique labels must be assigned and maintained throughout the 

tracking. 

3. It must handle the general problems as discussed above, like occlusion, appearance change, non rigid objects, 

etc. 

 

A number of literature surveys [17-21] have been published on the state-of-the-art methods, their limitations and 

applications for object tracking. Yilmaz et al. [16] reviewed the object tracking methods, presenting a classification, 

detailed analysis and comparisons of various tracking methods before 2006. Yang et al. [22] presented the review on 

tracking methods, their classification and future trends upto 2011. Porkli and Yilmaz[23] wrote a book chapter 

highlighting various state-of-the-art  tracking methods in detail. Li et. al.[21]  intensively reviewed various methods till 

2013, focusing  on the detailed analysis of  2D appearance modeling for visual object tracking.  Review of various 

leading methods upto 2016 classified by different thinking and technologies is presented in [18]. Review of various 

detection and tracking techniques highlighting vehicles as objects is presented in [19-20].   

Approaches to simplify visual tracking have been proposed in the literature. This section presents a review focusing 

on the methodologies used for tracking objects and proposes a classification based on the approaches used for object 

tracking, as given in Figure 2. This classification is mainly inspired from Yang et. al.[22]. 

 

5.1   Feature based methods 

Image features capture different characteristics of the object. To track objects, features, such as texture, gradient, colour, 

etc., are extracted first. These extracted features must be unique so that objects can be easily distinguishable in the feature 

space. Once the features are extracted, then the next step is to find the most similar object in the next frame, using those 

features, by exploiting some similarity criterion. Some methods use only single type of features while others have 

integrated multiple features to increase robustness in tracking. The following section describes the recent advances in 

feature based methods. 

 

5.1.1 Color based methods 

Color is one of the features that is used extensively in literature to track objects. Recent advances using color as a feature 

often use color histograms to model the object. Besides having low computational cost, color histogram distribution is 

robust against non-rigidity, scale and rotation.  
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In [15], Mean-shift algorithm, a nonparametric density gradient estimator is used that finds the image window 

that is most similar to the object‟s color histogram in the current frame. The mean-shift tracker maximizes the appearance 

similarity iteratively by comparing the histogram of the object and the histogram of the window around the candidate 

object location. This has simple implementation but it cannot handle scale variations and clutter. For computing 

similarity between two histograms, Bhattacharya distance is used. 

Using the Bhattacharya color histogram distance, under HSV color space, but within the probabilistic 

framework is used in [24]. A Monte Carlo estimation method, called particle filter, is used to better handle color clutter 

in the background. Li and Zheng[25] used RGB color histogram and particle filter by  adding two auxiliary variables in 

the particle state space. These variables control the updating speed of the color observation mode. Another method based 

on histogram based particle filtering is proposed by Fotouhi et al. [26]. To handle the object appearance changes, 

focusing on pose and illumination changes, Fotouhi et al [26] proposed a novel adaptation target histogram according to 

FIFO queue concept, to save the histogram of object at each frame. The model histogram is computed recursively, based 

on weighted averaging of histograms for each bin. The method is robust against partial occlusion, rotation, scaling and 

object deformation. 

  Zhao [27] presented the use of matrix filters, by keeping the important information, for building the target‟s 

histogram model for robust object tracking. The author also presented an approach for combining histogram with 

different feature spaces into an enhanced histogram. A hybrid histogram matching, using combination of Bhattacharyya 

and Chi-squared similarity measures is presented in [28]. They concluded that in general, Bhattacharyya metric performs 

better than Chi squared, but the combined approach gives better results in case of multimodal histograms. 

The histogram based models, however, is sensitive to noise and occlusion, since it loses spatial information. To 

alleviate this, algorithms based on multi-region/patch-based representations [29] have been proposed.  The patch based 

tracker divides the target into several regions and extracts features from these regions. 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

5.1.2   Interest point operators  

A local feature is an image pattern that differentiates the object from its nearest neighbourhood. The features can be 

points, edge segments or small image patches. When the location derived from the feature extraction process is used in 

applications then these features are referred as interest points.  

Lowe [30] used SIFT (Scale-Invariant Feature Transform) features that computes a histogram of local oriented 

gradients around the interest point. The features are highly distinctive and are invariant to image scaling and rotation, and 

partially invariant to change in illumination and 3D camera viewpoint. However, its computation involves descriptors 

which are computational intensive. Over the years, many improvements to SIFT exist. SIFT is designed mainly for gray 
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images. Adgel-Hakim and Farag[31] extended SIFT from grey images to colored images and introduced colored local 

invariant feature descriptor(CSIFT) which is more robust than SIFT with respect to color and photometric variations.  

Many researchers combined SIFT features with other tracking methods to increase the robustness. Wang and 

Hong[32] combined SIFT with Camshift in which the algorithm adaptively choose SIFT features tracking or Camshift 

tracking. Yan[33], added SIFT matching features into the particle filter tracking framework based on color histogram 

feature. In this, the particle weights are calculated considering both the SIFT matching features and the color histogram 

feature. 

Another feature [34] that is used in tracking is SURF (Speeded Up Robust Features). It provides faster 

calculation as compared to SIFT, thus making it appropriate for real time processing. The detector is based on the 

Hessian matrix and relies on integral images to reduce the computation time. To improve the robustness, SURF features 

are combined with color based object tracking methods. Zhou[35]  integrated SURF and Mean-shift tracking to 

overcome the limitations of traditional mean-shift. Shuo et. al.,[36] selected SURF features from  test region. In the 

matching stage, they calculated the Euclidean distance between the SURF descriptor vectors in the test image and ones in 

the reference image, thus making the tracking robust against appearance variations, scale change and cluttered scenes.  

Dalal and Triggs[37] presented Histograms of Oriented Gradient (HOG) descriptors in which a local 1-D 

histogram of gradient directions of small connecting regions is accumulated and normalized before using them. They 

used linear SVM as a classifier for human detection. In [38], HOG features are used for tracking using on-line boosting. 

Yucai et. al[39] used HOG features for a service robot to detect and follow people in indoor environments. 

 

5.1.3   Texture based methods 

Texture is a measure of the intensity variation of a surface which quantifies properties such as smoothness and regularity 

[23]. Gabor wavelet is one the  most studied texture feature. The most important property of Gabor filters is their 

invariance to illumination, rotation, scale and translation which makes it suitable for object tracking. A method to detect 

the location and body shapes of moving animals using Gabor filter is presented in [40].  

Local Binary Patterns (LBP) is another texture based descriptor that is used for many applications, such as face 

recognition and motion analysis. The LBP operator, which is rotation invariant, is defined as a grayscale invariant texture 

measure, derived from a general definition of texture in a local neighborhood [22]. Also, the operator is computationally 

simple, as the operators can be realized with a few comparisons in a small neighborhood and a lookup table. LBP 

features are combined with other features and tracking methods to increase the robustness of tracking. Zhao et. al.[41] 

used LBP to describe moving objects and used Kalman filter for target tracking. In [42] Camshift algorithm is 

implemented using LBP combined with Hue information. The LBP is sensitive to noise, therefore another variant of LBP 

called Local Ternary Patterns (LTP)[43], which is  more discriminate and less sensitive to noise, is proposed.  

 

5.1.4   Optical flow based methods 

An apparent change of a moving object‟s location in the form of motion vectors between frames is represented by 

Optical flow. Discontinuities in the optical flow help in segmenting images into regions that correspond to different 

objects. At present there are many methods for its calculation, which presumes the conservation of brightness intensity. 

The two widely used methods are: Lucas-Kanade and  Horn-Schunck [5]. Hariyono et al[44]., presented a pedestrian 

detection method using optical flow to extract a moving object and used HOG features to recognize the object using 

linear SVM. kim et. al.[45]  used background subtraction and optical flow simultaneously, thus eliminated the stationary 

camera restriction for background subtraction. The actual detection of moving object was done by optical flow.  

 

5.2 Estimation Based  Methods 
Estimation or filtering based methods formulate the tracking problem as a state estimation problem, in which an object is 

repersented by a state vector. The state vector describes the dynamic behaviour of the system and  includes motion 

characteristics of the concerned object, such as position, velocity and accleration.  

The general framework for dynamic state estimation problems is given by Bayesian methods. In this approch the 

probability density function of the state vector is computed using all availaible information at that time. The posterior 

probability density function includes all the information about the object state, thus it provides  a complete solution of the 

state estimation problem. To compute the posterior probability density functions of the states, two  models are used. They 

are state model and observation model. The state model describes the evolution of the system, wheras, the observation 

model describes the relationship between observation and state. Kalman Filter and Particle Filter are two typical 

Bayesian methods that are widely used to estimate the tarjectory of objects. A detailed description of these two filters is 

presented in [46]. The filters consist of two steps: prediction and Correction. The prediction step estimates the new state 

of variables at the next time step, using the state model, whereas, the correction step uses the current observations to 

update the object‟s state, using the observation model. The prediction and correction steps are carried out in each image 

frame of the video.  

 

5.2.1   Kalman filter 

 If the state posterior density is a Guassain, Kalman Filter[47] is be used. The Kalman filter is applied only for tracking 

objects with linear motion models. For non-linerar motion models, the extended Kalman filter is used [48], through the 

first-order linearization of the nonlinear systems. However, this can introduce large errors in the true posterior mean and 

covariance of the transformed Gaussian random variable, which may sometimes  lead to divergence of the filter 
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procedure. To overcome this problem, the unscented Kalman Filter[49] can be used. It uses a set of discretely sampled 

points to parameterize the mean and covariance of the posterior density[15].  

 

5.2.2 Particle filter 

The Kalman filter assumes that the state variables follow a Gaussian distribution, thus it gives poor estimate of state 

variables that do not follow a Gaussian distribution. Most real tracking problems are non-linear and non-Gaussian. For 

such problems, the particle Filter [7-8, 25] is widely used by researchers. The particle filter is a recursive Monte Carlo 

statistical computing method, which is used to solve a Bayesian estimation problem under the condition that 

measurement models are corrupted with noise which may be non-Gaussian and multimodal. A detailed description on 

particle filters is given in [46]. The main idea of the particle filter is to represent the posterior density function by a set of 

samples with weights corresponding to their sampling probability. These samples are called particles. The weight of a 

particle defines its importance, i.e. its observation frequency [23].  The main problem associated with the particle filter is 

sample degeneracy and impoverishment. The sample impoverishment refers to a situation in which particles that have 

high weights are statistically selected many times. It is severe in case of small process noises. To reduce the effect of 

degeneracy, resampling is used. Resampling means drawing samples either randomly or using some statistical methods, 

with replacement from a set of data points.  

It is observed that the particle filter does not perform well when the dynamic system has a very small noise or if 

the observation noise has very small variance. To overcome this problem, the Regularized Particle Filter (RPF)[52] and 

Kernel Particle Filter[51] are proposed, with some success. 

 

5.3   Segmentation based methods 

Segmenting foreground objects from a video frame is a fundamental and the most critical step in visual tracking. 

Foreground Segmentation is done to separate foreground objects from the background scene. Normally, the foreground 

objects are the objects that are moving in a scene. To track these objects, they are to be separated from the background 

scene.  The following section discusses techniques to track moving objects using segmentation methods.   

 

5.3.1   Background subtraction 

Background subtraction [1-3], as discussed earlier, requires regular updating of the background model to adapt to gradual 

or fast illumination changes and motion changes. In [52], important background models developed up to 2014 are 

discussed. The authors presented a classification based on mathematical models. 

An approach based on a self organizing method without any prior knowledge about the involved patterns is used 

to generate the background in [53]. The background model is updated by automatically learning background variations 

using a neural network. To handle effectively both sudden and gradual background changes, in [54], authors used a 

learning based background subtraction approach. They formulated the background modeling step as a dictionary learning 

problem, and the foreground detection step as a modified sparse coding problem. In [55], the background is modelled by 

rectangular regions, described by a color histogram and a texture measure. The current frame in which motion is to be 

detected is modelled in the same way as the background. The motion is detected by comparing the corresponding 

rectangular regions computed at the coarsest scale to the finest scale. The Guassian mixture method is finally applied at 

the finest scale.   

Most of the algorithms require a few initial frames to initialize the background. A technique, called “ViBe” (for 

“VIsual Background Extractor”) presented in [13], requires only a single frame to initialize the background. This frees 

from the need to wait for several seconds to initialize the background model. The authors modelled each background 

pixel with a set of samples and the current value of a pixel is compared to its closest samples within the collection of 

samples. Since a background is non-static, the background model should be updated regularly. For updating, the authors 

selected a value to be replaced randomly, in contrast to other approaches, where the oldest value is replaced first. 

To adapt to sudden or gradual illumination changes, a probabilistic background model based on kernel density 

estimation is proposed in [56]. In this, the background is modelled as a probabilistic model. The kernel density estimation 

Guassian model is updated at every frame by controlling the learning rate according to the situation. The updating 

method automatically adapts to various environments and stochastically deletes non-background information or adds 

new-background values. 

A background modeling and object extraction module to enhance object extraction process  is proposed by 

Kumar et. al.[1]. The method uses a Kalman filter for tracking, and it consists of two stages. The first stage uses the 

background subtraction and temporal difference mechanism to derive an approximate motion field and calculates 

regional entropy to get the actual moving pixels that have low entropy. The second stage uses the Kalman filtering for 

object tracking. Their method is found to be effective to eliminate ghost and aperture distortion. 

  

5.4 Appearance based tracking   

In real world, objects are typically complex and articulated in nature and often change their shapes over time. To track 

such objects, the target object‟s appearance change is incorporated into tracking algorithms. Despite extensive research 

on this topic, no conclusive appearance model has been built till date. Therefore, an effective modeling method of 

appearance change is required for designing a robust visual tracker. In literature, researchers have proposed many 

appearance models. A detailed review of various 2D appearance models is presented in [21]. Appearance based tracking 

methods are broadly classified into the following: 
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5.4.1   Kernel based tracking 

Kernel based tracking methods estimate the motion of the target by masking it with an isotropic kernel. The target object 

is represented by a primitive geometric shape. The tracking process exploits the constancy of appearance in consecutive 

video frames and the motion is computed by seeking the mode of the appearance distribution function [57]. Generally, 

kernel based tracking methods assign a weight to each pixel. These weights are then used to estimate the density gradient 

in the image coordinates to find the new object position. Mean-shift[15] is a nonparametric density gradient estimator 

that  finds the image region that is most similar to the object's color histogram in the current frame. It maximizes the 

appearance similarity iteratively by comparing the histograms of regions in the current frame and the previous frame. At 

each iteration, the region is shifted towards the direction where the Bhattacharyya coefficient is maximum. Yilmaz [57] 

used an asymmetric kernel over an isotropic kernel to represent the object because isotropic kernels include non-object 

regions which biases the motion estimation. Babu et. al.,[58] improved the performance of mean-shift tracker when the 

object undergoes large displacements and  in case of partial/full occlusion by combining sum-of-squared 

differences(SSD) and color-based mean-shift tracker. SSD was used for finding the object‟s location in successive frames 

and mean-shift tracker was used to track local object properties. 

To handle illumination variation, background clutter and partial occlusion, sparse representation based tracking 

methods have attracted much attention recently. A new multi-kernel fusion based sparse representation tracking is 

proposed by Wang et. al.,[59]. In this, first, kernel sparse representation (KSR) is presented by introducing the kernel 

method into sparse representation. Then KSR algorithm is integrated into particle filter framework. Tang and Feng[60] 

proposed multi-kernel correlation filter(MKCF) based tracker that incorporates both strengths of multiple channels and 

multiple kernels. 

 

5.4.2   Patch based tracking 

To address appearance changes in target object more robustly, patch based tracking divides the target object into multiple 

smaller local patches that contain the local information. Each local patch represents one part of the target, hence the local 

patches when combined together can represent the complete structure of the target as a whole. 

Kwon and Lee[61] proposed a model that preserves spatial information of the target object well by  representing 

the object by a number of patches and update the model by adding, deleting or, moving patches to a new position using 

online updating scheme. Li et. al.,[62]  proposed  appearance models for both foreground and background and obtained 

foreground probability map. They constructed the foreground appearance model by selecting only pertinent patches, 

which appear near the center of the bounding box of the target object, thus excluding the background information. The 

background is modelled at each block location obtained after dividing the image into non-overlapping blocks. The object 

position is determined by convolving the foreground probability map with the pertinent mask. 

To locate visual objects by directly inferring a set of reliable patches through particle filter under a sequential 

Monte Carlo framework is proposed by Lee et.al.[63]. They represented the object as a collection of features and used 

voting scheme to locate the object. Li et. al.,[64] model the target as a whole by exploiting features of individual patches 

and the relative position relationship, by incorporating spatial information, among patches. 

 

5.5 Learning based methods 

Visual tracking problem can also be represented as a decision making process in which a classifier is first trained to 

distinguish between the target object and the background. The different views and appearances of the object are first 

learned by a classification function and then decision is made on the test region whether it is the target object or not. 

Features are extracted from different view and appearances and then different supervised learning approaches, such as 

boosting, decision trees, neural network and support vector machines are applied. 

Support Vector Machines (SVM) classifies data into two separable classes by finding the maximum marginal 

hyperplane in a multidimensional space. The distance between the hyperplane and the closest data points is referred to as 

the margin and the data points that lie on the boundary of the margin of the hyperplane are called the support vectors.  

In [65] the SVM was integrated with the optic-flow tracker to detect the rear end of the vehicles. The SVM was 

trained offline to classify between vehicles and non-vehicles by maximizing the SVM classification score. To handle 

large motions in image, Gaussian pyramid from every support vector was used.  Tian[66] proposed an ensemble 

classifier, the linear SVM with online learning process, that automatically select useful key frame of the target from the 

history information. The ensemble SVM classifier is made up of several classifiers that help in online updating of the 

classifier that better handles target appearance variation. Tomasz Malisiewicz[67] proposed Exemplar-SVM framework 

that trains a separate classifier for each exempler, thus creating a collection of simpler exempler-SVM. Each exempler 

SVM is trained with a single positive example and millions of negatives. This ensemble of SVMs offers good results. To 

generate more accurate results, Zhang[68] proposed to use multi view SVM framework with online update scheme. The 

authors used three distinct features: the grey scale value, HOG, LBP to train the classifier and obtained different 

confidence scores of the candidate. 

Boosting is another learning based method to track objects.  It is used to reduce the error of any weak learning 

algorithm and finds accurate classifier by combining many base classifiers. It repeatedly runs a weak learning algorithm 

over the training data and then combines the classifiers produced by the weak learner into an accurate classifier. Kim[69] 

proposed multi classifier boosting algorithm which softly partitions the input space for each  classifier  and  learns  

multiple appearances of the object. Dan[70] proposed instance transfer boosting framework which transfers knowledge 
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from the first frame and previous two frames to the current frame for robust object tracking, thus alleviating drifting 

issues in tracking. Binh[71] used online training boosting algorithm that limits drifting and loosing of tracking object.  

  

VI.  CONCLUSIONS 

 

Over the past few decades, object tracking has been an active research area in the field of computer vision. For tracking 

objects, object detection is the first step. Object detection and tracking has various practical applications, such as motion 

analysis, people and vehicle tracking, crowd analysis, etc. This paper presents a comprehensive review of popular object 

detection and tracking methods developed till date and discusses the main concept of each method. The paper also 

proposes a categorization of the methods based on their approaches for tracking.  

Some successful applications of different tracking methods have been reported in literature, but tracking in an 

unconstrained environment is still eluding researchers. Hence, further extensive research is required to handle complex 

situations, such as real time tracking of multiple objects in natural lighting conditions with a dynamic background, shape 

changing objects, very fast moving objects, etc., in real time on commonly available computing hardware. 
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