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Abstract — Clustering, in Data Mining is useful for discovering groups and identifying interesting distributions in 

underlying data. Traditional data clustering algorithms either favor clusters with special shapes and similar sizes, or are 

very delicate in the presence of outliers. Nowadays most widely studied problem is identification of clusters in a large 

dataset. Hierarchical Clustering is the process of forming a  maximal collection of subsets of objects (called clusters), 

with the property that any two clusters are either disjoint or nested. Hierarchical clustering combine data objects into 

clusters, those clusters into larger clusters, and so forth, creates a hierarchy of clusters, which may represent a tree 

structure called a dendrogram. Agglomerative clustering is a most flexible method and it is also used for clustering the 

large dataset, there is no need of the number of clusters as an input. In this paper we have introduced solution for 

decreasing time complexity of clustering algorithms by combining approaches of two different algorithms from which 

one is good in accuracy and other is fast that is helpful for information retrieval fro m large data. 
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I. INTRODUCTION 

In data mining, hierarchical clustering works by grouping data objects into a tree of cluster. Hierarchical clustering 

methods can be further classified into agglomerat ive and divisive hierarch ical clustering. This classification depends on 

whether the hierarch ical decomposition is formed  in  a bottom-up or top-down fashion. Hierarchical techniques produce a 

nested sequence of partitions, with a single, all inclusive cluster at the top and singleton clusters of individual objects at 

the bottom [2]. Each intermediate level can be viewed as combining two clusters from the next lower level or splitting a 

cluster from the next h igher level. The result of a hierarchical clustering algorithm can be graphically displayed as tree, 

called  a dendrogram [4]. This tree graphically  displays the merging  process and the intermediate clusters. This graphical 

structure shows how points can be merged into a single cluster. Hierarchical methods suffer from the fact that once we 

have performed either merge or split  step, it can never be undone [3]. This in flexib ility is useful in  that it leads to smaller 

computation costs by not having to worry about a combinatorial number of d ifferent choices. However, such techniques 

cannot correct mistaken decisions that once have taken. There are two approaches that can help in improving the quality 

of hierarchical clustering: (1) Firstly to perform carefu l analysis of object linkages at each hierarchica l partit ioning or (2) 

By integrating hierarchical agglomerat ion and other approaches by first using a hierarchical agglomerative algorithm to 

group objects into micro-clusters, and then performing macro-clustering on the micro-clusters using another clustering 

method such as iterative relocation. One promising direct ion for improving the clustering quality of h ierarchical methods 

is to integrate hierarchical clustering with other clustering techniques for multiple phase clustering. So in order to make 

improvement in hierarchical clustering we merge some other techniques or method in  to it  [1]. Every day, 2.5 quintillion 

bytes of data are created and 90 percent o f the data in  the world  today were produced within the past two years. Our 

capability fo r data generation has never been so powerful and enormous ever since the invention of the information 

technology in the early 19th century [6]. So the growth of the data and its synchronization formats becomes very 

complex to get some fruit ful knowledge for them.  

  

II. RELATED WORK 

2.1 Type of Clustering  

A collection of similar data objects is known as clustering and clustering have two types of similarities  [11].  

2.1.1 Intra-class similarity- Objects are similar to objects in same clus ter. Intra-class similarity is based on the 

near data objects in a cluster [15]. In a similarity measured in clustering is an important role in doing good 

clustering so intra-class similarity gives the large value for good clustering. it is measured by using this 

equation:  
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 Interclass dissimilarity- Objects are dissimilar to objects in other clus ters. Interclass similarity gives less value for 

good clustering [15]. So similarity between different cluster object is less. This formula is used to measure similarity 

of cluster objects in this method.  

 
 

2.2 Various Types of Clustering Method  

Clustering is a process of classify data into number of cluster. Clustering classifies data based on different types of 

methods that methods are as follows:  

 Hierarchical clustering method  

 partitioning clustering method  

 Density based clustering method  

 Grid based clustering method  

 Model based clustering method  

 

2.2.1 Partitioning clustering  

In partitioning method have N object database and that database is partitioned in k groups using partitioning method [11]. 

All objects contain in one cluster and at least one object contain in each group. This method is suited for small to medium 

sized data set to find spherical-shaped clusters. It is used for complex data set and cluster very large data set. The 

representative partitioning clustering algorithms are K-MEDOID, K-MEANS [11]. K-means clustering algorithm is 

working in that manner such as first select the randomly one node from the number of objects. K is a center of cluster. 

Similar data form a cluster, similarity find based on the distance between object and center [7].  

 

2.2.2 Model based clustering  

Model based clustering method constructs the model for every clusters and find a data which is fit to that model and this 

method is automat ically give the number of clusters. This method is robust. The representative model -based clustering 

algorithm is EM. Model based method is often based on probability distribution of data. Individual distribution is called 

component distribution. In this method, probability distribution is done by the mixture density model. EM method 

acquires statistics from tradit ional mixture model and depends on those statistics; it performs clustering in model based 

clustering method.  

 

2.2.3 Density-based clustering  

In density based method divide data in  cluster based on the density of objects. So d istance between cluster objects is less 

and number of objects is growing. So  density of cluster is growing. And it  has same advantages such as reduced effect of 

noise (outliers) and discovers cluster of arbitrary shape, input data scan only once, needs density parameters to be 

initialized [12]. Here Density-based clustering algorithms the data space contains dense regions of objects is, considered 

as a cluster and clusters are separated by regions of low density. Density based algorithms depends on each object with a 

density value defined by the number of its neighbor objects with in a g iven radius. Density  of objects is greater than a 

specified threshold is defined as a dense object and init ially  is fo rmed a cluster itself [12]. Two clusters are merged if the 

y shares a common neighbor that is also dense. The DBSCAN, OPTICS, HOP, and DENCLUE algorithms are 

representative of density-based clustering algorithms concept [12].  

 

2.2.4 Grid based clustering  

In grid based clustering method, data is divided into data space in number of cell that forms grid structure. Grid struc ture 

depends on the number of cell rather than number o f object. Perform clustering in a g rid  so complexity  is reduced in grid  

based clustering method. Statistic attribute are gathered form grid cell. Performance depends on the size of the grid that is  

less than the number of objects contained in  a cluster [13]. The representative grid  based clustering algorithms are 

STING, WAVE CLUSTER, and CLINQUE [13].  

 

2.2.5 Hierarchical clustering  

Hierarchical clustering builds a cluster hierarchy such as a tree of clusters. Hierarchical clustering processes is a sequenc e 

of divide or merge clusters. In which each cluster have chilled and s tructure that is more informative than the 

unstructured set of clusters returned by flat clustering. No need to give number of cluster init ially. Good result 

visualizat ion and complexity is high. Hierarch ical clustering is used in information retrieval [12]. In  which distance of 

objects is measured and merge o r d ivide cluster objects based on the distance. Unstructured data is divided or merged 

effectively in hierarchical clustering.  

 

2.2.5.1 Divisive (Top-Down) Approach  
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Here starting with a one cluster of all objects and recursively splitting each cluster until the termination criterion is 

reached [12]. The most useful part of hierarchical clustering is that it can be applicable to any type of attributes, so it is 

easy to apply for any task related to web usage mining with respect to web data.  

 

2.2.5.2 Agglomerative Technique (Bottom-Up)  

Hierarchical and partit ion are clustering methods, in the part itioning method it is required the number of clusters as a 

input while in hierarch ical clustering method there are no need to number of cluster as a input, so unknown data set can 

be given as a input. Hierarch ical clustering contains two methods top-down and bottom-up. Agglomerative clustering is a 

bottom-up method [7]. That method is simple and very flexib le method. Agglomerat ive clustering algorithm works by 

grouping the data one by one on the basis of the nearest distance measure of all the pair wise distance between the data 

point. Again distance between the data points is recalculated but which distance is to be considered is decided when the 

groups has been formed [7]. Single linkage, complete linkage, average linkage and centroid d istance between two points, 

grouping the data until one cluster is remaining. Agglomerat ive clustering starting with one point clusters and recursively 

merging two or more most similar clusters  to a single cluster (parent) until the termination criterion is reached [12]. (E.g. 

k –  clusters have been built). It has advantages that No apriori information about the number of clusters  required and 

Easy to implement and gives best result in some cases. Here Algorithm can never undo what was done previously.  And 

sometimes it is difficult to  identify  the correct  number of clusters by the dendogram. Major d rawbacks are that init ial 

error propagation, dimensionality, complexity and large data set size.  

 

 ALGORITHM  

Agglomerative clustering algorithm steps:  

1) Let be the set of data points.  

2) Then find distance between the clusters.  

3) Merge pair of clusters that have smallest distance.  

4) Update distance matrix.  

5) If all the data points are in one cluster then stop, else repeat from step 2) [7].  

 

 2.3 Various technique of agglomerative clustering  

 single linkage 

Single linkage clustering is one of the methods of agglomerative hierarch ical clustering. In single linkage clustering link 

between two clusters is made by single object pair, it is also known as a nearest neighbor clustering. Distance between 

two clusters is based on points of clusters that is small or nearest. Mathematically, the linkage function is D(X, Y) – the 

distance between clusters  X and Y – is described by the equation  

 
 Where X and Y are any two sets of objects considered as clusters and D(x, y) function denotes the distance between the 
two elements x and y [10].  

 Complete linkage  

In complete-linkage clustering, the link between two clusters contains all element pairs, it is also known as a farthest 

neighbor clustering. Distance between two clusters depends on objects of clusters that is maximum or farthest. 

Mathematically, the complete linkage function—the distance D(x, y) between clusters X and Y— is described by the 

following expression [10]:  

 
Where d(x,y) is the distance between elements and  x and y are two sets of elements (clusters)  

 Average linkage 

In average linkage clustering the link between two clusters contains one point of cluster to all points of other cluster [10]. 

In which average d istance between pairs of clusters data points denote the distance of two clusters.  

 
 Centroid linkage  

In centroid linkage clustering, the link between two clusters contains one point center of cluster to center points of other 

cluster. The distance between clusters is defined as the (squared) Euclidean Distance between cluster centroids [10].  

 

2.4 Issues in agglomerative clustering  

In general agglomerative clustering have issues such as dimensionality, in itial error propagation, complexity  and large 

data set size issues.  
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 Large data set size  

Today’s data is growing so storage of data is expanded. And data set size is increased day by day. Therefore clustering of 

data is needed because of all data or information is not important for doing any operation. And all data is classified in 

attributes. But in agglomerat ive clustering algorithm have issues of not classifying large data set [16]. In which number 

of data or in formation of attribute is large but it is not important that number of attribute is more. So it is independent 

about how many attribute contain in a data base.  

Agglomerative clustering algorithm is performing on small or medium size data set. This method has limitation that is 

not work on large data set size, so large data set size issue is a major issue in agglomerat ive clustering algorithm. Large 

data set size  problem can be depend upon three reasons such as 1) Data set can have large number of elements 2) In data 

set contain each element can have number of features. 3) Many clusters can be contain in data set for discover all the data  

[14].  

 

 High Dimensionality  

Agglomerative clustering algorithms are designed for two or three dimension data. So high d imension data is a major 

challenge for clustering because of dimensionality is increased [17]. Small number of dimension is relevant to the exit ing 

clusters. And many dimensions are irrelevant. Therefore noise in data is increased. When dimensionality is increased data 

becomes parsed because data points are located on different dimension subspaces  [17].  

Dimensionality depends on the number of attribute contain in data set instead of large number of features  of each 

attribute [17].  

 

 Complexity  

Complexity  is an amount of time or space required  by an algorithm for g iven input size. Agglomerative clustering  

algorithm complexity is O (n3) because the similarit ies for N x N metrics scan every time and find similarity  N-1 

iterations and given N number of clusters as an input  [9]. So complexity of agglomerat ive clustering algorithm is high 

[9].  

And in which storage space is needed for similarity metrics so complexity is high in that method.  

 

 Initial error propagation  

In an agglomerative clustering method error is contained in an initial step of the clustering and that is propagated in last 

step of the process of clustering [2]. In agglomerat ive clustering algorithm, to merge number of clusters in one cluster at 

that time one cluster contain error and  that error is not solved that step and that cluster is merged with  other cluster have 

data is a without error or true data, so data of that two cluster may be clash, So error can be occurred  in  that data is more  

[2].  

In agglomerative clustering algorithm all that types of cluster is merge and error propagation can be more so result of that 

method is a not accurate at the final step of algorithm [2].So in itial error propagation is a problem of agglomerat ive 

clustering algorithm.  

 

III. BRIEF ON LARGE DATA 

Large Data is notable not because of its size, but because of its relationship to other data. Due to effor ts to mine and 

aggregate data, Large Data is fundamentally networked (threaded with connections). Its value comes from t he patterns 

that can be derived by making connections between pieces of data, about an individual, about individuals in relation to 

others, about groups of people, or simply about the structure of informat ion it self [7]. Besides this, large dataset has 

enormous volume, high velocity, much variety and variation. These features of Large Dataset present the main challenges 

in analyzing Large dataset which are: (1)Efficient and effective handling of large data, (2)Processing time and accuracy 

of results trade –off; and(3) Filtering important and relevant data from all the data collected[4] [3].  

3.1 The main challenges identified for the IT Professionals in handling large dataset are:  

 The designing of such systems which would be able to handle such large amount  of data efficiently and effect ively.  

 The second challenge is to filter the most important data from all the data collected by the organization. In  other 

words we can say adding value to the business [3].  

 

3.2 Clustering Challenges of Large Dataset [3]  

Clustering in Large data is required to identify the existing patterns which are not clear in first glance.  

The properties of large data pose some challenge against adopting traditional clustering methods:  

 Type of dataset:  

The collected data in  the real world often  contain both numeric and categorical attributes. Clustering algorithms work 

effectively either on purely numeric data or on purely categorical data; most of them perform poorly on mixed 

categorical and numerical data types.  

 Size of dataset:  

The size of the dataset has a major effect on the clustering quality. Some clustering methods are more efficient clustering 

methods than others when the data size is small, and vice versa.  
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 Handling outliers/ noisy data:  

A successful algorithm will often be able to handle outlier/noisy data because of the fact that the data in  most of the real 

applications are not pure. Also, noise makes it difficult fo r an algorithm to cluster an object into a suitable cluster. This  

therefore affects the results provided by the algorithm.  

 Time Complexity:  

Most of the clustering methods must be repeated several t imes to improve the clustering quality. Therefore if the process 

takes too long, then it can become impract ical for applications that handle large dataset.  

 Stability:  

One of the important features for any clustering algorithm is the ability to generate the same partition of the data 

irrespective of the order in which the patterns are presented to the algorithm.  

 High dimensionality:  

As the number of dimensions increases, the data become increasingly sparse, so the distance measurement between pairs 

of points becomes meaningless and the average density of points anywhere in the data is likely to be low. 

Mathematically, nearest neighbor query becomes unstable.  

 Cluster shape : A good clustering algorithm should be able to handle real data and their wide variety of data types, 

which will produce clusters of arbitrary shape. 

 

IV. SUGGES TED SOLUTION 

Here before suggesting one solution for the above mention problems, let us define two algorithms that are birch and cure.  

Before defin ing birch and CURE, let us go through chameleon and rock briefly.  

4.1 Chameleon Algori thm: 

CHAMELEON operates on a sparse graph in which nodes represent data items, and weighted edges represent 

similarities among the data items. Th is sparse graph representation of the data set allows CHAMELEON to scale to large 

data sets and to operate successfully on data sets that are available only in similarity space  and not in metric spaces . 

CHAMELEON finds the clusters in the data set by using a two phase algorithm. During the first phase, CHAMELEON 

uses a graph partitioning algorithm to cluster the data items into a large number of relatively s mall sub -clusters. During 

the second phase, it  uses an agglomerative hierarchical clustering algorithm to find the genuine clusters by repeatedly 

combin ing together these sub-clusters. The key feature of CHAMELEON’s agglomerative h ierarch ical clustering 

algorithm is that it determines the pair of most similar sub-clusters by taking into account both the inter-connectivity as 

well as the closeness of the clusters; and thus it overcomes the limitations discussed in Section 3 that result from using 

only one of them. Furthermore, CHAMELEON uses a novel approach to model the degree of inter-connectivity and 

closeness between each pair of clusters that takes into account the internal characteristics of the clusters themselves. 

Thus, it does not depend on a static user supplied model, and can automat ically adapt to the internal characteristics of the 

clusters being merged. 

 Steps for Chameleon algorithm: 

 

Step 1: Take any data set as an input 

Step 2: Construct a sparse graph  

Step 3: Use K-nearest neighbor graph for the sparse graph 

Step 4: Now partit ion that sparse graph 

Step 5: After portioning merge the partitions  

Step 6: consider merged sections as final clusters 

 

 Advantages: 

It does not depend on user supplied informat ion but it automatically adapts to the internal characteristics of the clusters 

being merged. 

It is more accurate than rock. 

It is capable to handle large data.  

Cluster shape can be arbitrary. 

 Disadvantages: 

It cannot handle noisy data. 

 

4.2 Rock Algorithm: 

ROCK (RObust Clustering using linKs) is a clustering algorithm for data with categorical and Boolean attribu tes. It 

redefines the distances between points to be the number of shared neighbors whose strength is greater than a given 

threshold and then uses a hierarchical clustering scheme to cluster the data. ROCK deals primarily with market basket 

data. Traditional Euclidean distance measures are not appropriate for such data and instead, ROCK uses the Jaccard 

coefficient (section 2.2.3.3) to measure similarity. This rules out clustering approaches such as K-means or Centro id 

based hierarchical clustering. 
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 Steps for ROCK: 

Step 1: Obtain a sample of points from the data set. 

Step 2: Compute the link value for each set of points, i.e., transform the original similarities (computed by the Jaccard 

coefficient) into similarities that reflect the number of shared neighbors between points. 

Step 3 : Perform an agglomerat ive hierarchical clustering on the data using the ―number of shared neighbors‖ similarities 

and the ―maximize the shared neighbors‖ objective function defined above. 

Step 4: Assign the remaining points to the clusters that have been found. 

 

 Advantages of ROCK: 

The shape of clustering can be arbitrary.  

 

 Disadvantages: 

It cannot handle high dimensional data. 

It cannot handle noisy data. 

Dataset must be categorical or numerical on ly.  

It takes more time compared to other hierarch ical algorithms. 

 

4.3 Birch Algorithm: 

BIRCH (Balanced Iterative Reducing and Clustering Using Hierarchies) is an integrated agglomerat ive hierarch ical 

clustering method. It is mainly designed for clustering large amount of metric data. A CF tree is a height-balanced tree 

that stores the clustering features for a h ierarch ical clustering. It is similar to B+-Tree or R-Tree. CF tree is balanced tree 

with a branching factor (maximum number of ch ildren  per non leaf node) B and threshold T. Each  internal node contains 

a CF triple for each of its children. Each leaf node also represents a cluster and contains a CF entry for each sub cluster in 

it. A sub cluster in a leaf node must have a diameter no greater than a given threshold value. An object is inserted to the 

closest leaf entry (sub cluster). A leaf node represents a cluster made up of all sub clusters represented by its entries. A ll 

the entries in a leaf node must satisfy the threshold requirements with respect to the threshold value T, that  is, the 

diameter o f the sub cluster must be less than T. If the diameter of the sub cluster stored in the leaf node after insertion is 

larger than the threshold value, then the leaf node and other nodes are split. After the insertion of the new object, 

informat ion about it is passed toward the root of the tree. The size of the CF tree can be changed by modifying the 

threshold. These structures help the clustering method achieve good speed and scalability in large databases. Birch is also 

effective fo r incremental and dynamic clustering of incoming objects.  

 Steps for Birch Algorithm: 

Data phase: 

Step 1: take data in the form of CF tree  

 

Work with CF tree: 

Step 2: specify range by constructing a smaller CF tree  

 

Idea of S maller CF Tree: 

Step 3: Apply global clustering 

 

Cluster tuning  

Step 4: cluster refin ing again 

 

Step5: better results by repeating process on whole data set 

 

 Merits & Demerits of BIRCH: 

     It is local in that each clustering decision is made without scanning all data points and currently existing clusters. 

     It  exp loits the observation that data space is not usually uniformly occupied and not every data point is equally 

important. 

     It makes full use of available memory to derive the finest possible sub-clusters while min imizing I/O costs. 

     It is also an incremental method that does not require the whole dataset in advance. 

 

 Demerits: 

Data order sensitivity i.e. data must be specify in a specific order. 

It is unable to deal with non-spherical clusters of varying size because it uses the concept of diameter to control the 

boundary of a cluster. 

 

4.4 CURE Algorithm: 
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Cure employs a novel hierarchical approach that adopts a middle ground between the centroid based and all-point 

extremes. In CURE a constant no of c of well scattered points in a cluster are chosen first. The scattered points capture 

the shape and extent of the cluster. The chosen scattered points are next  shrunk towards the centroid of the cluster by 

fraction alpha. These scattered points after shrinking are used as repres entative of a cluster. The cluster with a closest pair 

of representative points are the clusters that merged at all steps of CURE.  CURE utilizes multiple reprehensive points for 

each cluster that are generated by selecting well scattered Points from the cluster and shrinking them toward the center of 

the cluster by a specified fraction.  

 

 Steps for CURE Algorithm: 

Step 1: Get random data from the input 

Step 2: Partit ion that sample according to dimensions 

Step 3: partially cluster partit ion 

Step 4: Eliminate Outliers  

Step 5: cluster partial cluster 

Step 6: cluster labeling 

 

 Merits & Demerits of CURE:   

CURE can detect cluster with non spherical shape and wide variance in size using a set of representative points of each 

cluster. 

CURE can also be good in execution time in presence of large database using random sampling and partitioning methods. 

CURE works well when dataset contain outliers. They are detected and eliminated. 

 Demerits: 

Consider only one point as representative of a cluster 

Good only fo r convex shaped, similar size and density, and if k  can be reasonably estimated. 

 

V. PROPOS ED WORK 

Before planning to a new approach let  us compare existing approaches. The simulation has been made on the platform of 

the weka APIs and Eclipse IDE. And the results are as below. The results are derived as time taken and output clusters 

and number of data points. 

Algorithm Selling Ionos phere Voting  Medical  

Data point 210 350 500 750 

Chameleon  0.03 0.19 0.18 0.66 

Rock 0.12 1.69 0.87 2.83 

Birch  0.06 0.48 0.63 2.19 

CURE 0.06 0.37 0.39 1.84 

Table .1 comparison based on time and data points on various datasets 

 

 
Fig. 1 Graph based on various datasets and various Algorithms vs. Time  

By comparing from the graph, here is proposed a new approach that is combination of advantages of birch and CURE 

algorithm. 

 

VI. CONCLUS ION  

After considering a lot of research underneath, the conclusion is that Hierarch ical Clustering algorithm is the most 

flexib le method to handle large data sets. Chameleon algorithm is best among the above because it work on the graph 

structure which required less memory to store the data. The rest of the algorithm is work on the tree based structure 

which requires more space. Chameleon algorithm and sparse graph construction makes the clustering process accurate 
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and CURE algorithm and partition approach makes the clustering process easy and fast as small parts are easy to handle 

with. So, over all it will be good algorithm for clustering with aspect of accuracy and time parameters.   
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