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Abstract-Sentiment analysis or opinion mining aims to detect subjective information such as opinions, attitudes, and feelings 

expressed in text by the people. Opinion mining would process a set of search results for a given item, generating a list of 

product attributes like its quality, features; and aggregating opinions about each of them like poor, mixed, good. Then it will 

identify the unique properties of this problem and develop a method for automatically distinguishing between positive, 

negative and neutral reviews. Sentiment analysis gathers the public opinions and reviews. Dual sentiment analysis considers 

two sides of one review. It is used to analyze the user reviews for the product. Sentiment analysis is used for tracking the 

mood of the public about a particular product or topic using natural language processing. Sentiment analysis is also called 

as opinion mining it involves in building a system which collect and examine opinions about the product made in comments, 

reviews, or tweets. With the vast growth of the social media contents and online shopping sites on the Internet in the past few 

years, people now express their opinion on almost anything. Searching the user opinions on sites and monitoring them on the 

web is difficult task. Thus there is a need for automatic opinion Sentiment Analysis is the area of study that analyzes customer 

feedback, opinions, sentiments, evaluations, attitudes, and from written language. It is one of the most useful research areas 

in Natural Language Processing and is also widely studied in data mining. The importance of sentiment analysis coincides 

with the growth of social media such as reviews, discussion forums, blogs, and social networks. Additionally this system adds 

the hit count and the buy count features so as to find the number of users who have visited the site and purchased the product. 

The objective of this feature is to know the amount of people who have browsed the product and have not purchased, this will 

register in the hit count class. If a particular person bought the product this will make sure that it gets registered in the buy 

count. The main idea is to let the potential customer know the amount of people who have just browsed the product and the 

people who have scrolled through the product. This will give an in detail depth knowledge and the popularity of these 

product. 

 

Keywords-:BOW-Bag Of Words, DSA-Dual Sentiment Analysis, Naïve Bayes, Opinion mining, SVM-support vector machine. 

 

I. INTRODUCTION 
 

Sentiment analysis is the current research topic in the field of data mining. It is difficult to extract Opinions and sentiments 

from natural language. Sentiments are extracted from user comments, reviews and feedbacks. “What other people think” has 

always been an important piece of information while taking any decision.  

 

Few years ago, if an individual need to take a decision he used to ask for opinions from friends and family. If organization 

wanted to find opinions of the general public about its products and services, it conducted surveys. With the increase in social 

media content on the internet in the past few years, the world has been transformed. E Commerce sites and social media are 

some of the platforms on which people can now express their views on almost anything in discussion Now days, before 

planning to buy a product, everyone what to know its reviews. Sentiment analysis is the best tool for finding whether the 

review is positive or negative. It helps people to find good quality product. It also helps companies by providing customers 

feeling related to their product. It also helps to analyze public sentiments related to political issues or political candidates. 

The main aim of the system is to analyze sentiments for E-shopping company services. The reviews are classified into three 

categories positive, negative and neutral. These results can guide us to select particular product, based on maximum number 

of positive reviews for products. 

 

Sentiment classification is a basic task in sentiment analysis, to classify the sentiment (e.g., positive or negative) of a given 

text. the bag-of-words (BOW) model is typically used for sentiment classification. In the BOW model, a Review text is 

represented by a vector of independent words to train a sentiment classifier statistical machine learning algorithms (such as 
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naïve Bayes, maximum entropy classifier, and support vector machines) are then employed. The BOW model is very simple 

and quite efficient. 

 

II. RELATED WORK 

 

Abinaya.R et al.[1] have proposed a method to classify the sentiments with the help of dictionary into different categories 

such as positive, negative and neutral. It uses support vector machine algorithm to improve quality of classification of 

reviews. It also showed the graphical representation of review category. BOW is not used as it has sum deficiency to handle 

polarity shifting problem. 

 

Bhagyashri Jadhav et al.[2] has discussed various types of sentiment analysis techniques such as supervised and unsupervised 

leaning. Steps of sentiment analysis are also discussed which are as follows, text extraction, text refinement and text 

classification. Supervised approach is also called as machine learning. Unsupervised approach is a type of natural language 

processing. 

 

V.S.Swarnalekha et al.[3] have discussed the polarity shifting issue in sentiment classification. Bag Of Words is used to 

classify the sentiments into different categories. Naive Bayes and Support vector machine algorithms are easily adaptable to 

the dual training architecture discuss in this paper. Lexican based approach is confidential for dictionary and corpus based 

method.  

 

Shulong Tan et al.[4] have discussed the sentiment analysis on twitter and how it will help to make the decisions. The 

product seller can know about the product quality by the sentiments of people and he can decide whether the product should 

be produce in large quantity or not. It also helps to improve the product quality. The buyers can also decide whether to buy 

the product or not with the help of sentiments. Decision making is made easier by knowing the exact reason behind the 

variations of sentiments on twitter using RCBLDA model. 

 

Dr. U Ravi Babu[5] has proposed the use of  “Sentiwordnet dictionary” to find the scores of each words. The sentiments of 

people on online shopping sites are gathered. The services of online shopping sites are compared to find out the best online 

shopping site. For this the reviews related to services from five large datasets of the online shopping sites is used. The 

sentiwordnet dictionary gives the best performance and is more reliable. The preprocessing of data affects the quality of 

detected sentiments.  

 

Rui Xia et al.[6]This paper discussed how to tackle the polarity shifting issue in sentiment analysis. Polarity shifting makes 

the negation of statement. Dual Sentiment analysis model is used to solve the polarity shifting issue. In  Bag of Words the 

two opposite sentiment texts are considered to be same which causes polarity shifting. 

 

III. PROPOSED SYSTEM 

 

In previous papers the sentiments were only classified and graph was produced. This paper proposed a system in which buy 

count and hit count will be shown. Buy count is the total number of people how buy this product and hit count is the total 

number of people how viewed this product. Propose a simple yet efficient model, called dual sentiment analysis (DSA), to 

address the polarity shift problem in sentiment classification Figure 1. Show a System of proposed architecture. A data 

expansion technique by creating sentiment-reversed reviews. The original and reversed reviews are established in a one-to-

one correspondence & dual training  algorithm and a dual prediction algorithm correspondingly, to make use of the original 

and reversed specimen in pairs for training a statistical classifier and make predictions. DSA structure from polarity (posit ive-

negative) classification to 3-class (positive, negative, neutral) sentiment classification.  

 

3.1 Dual Training. 

The original training specimens are reversed to their opposites. Indicate to them as “original training set” and “reversed 

training set. In our data expansion technique, there is a one-to one correspondence among the original and reversed reviews. 

The classifier is trained by maximizing a combination of the likelihoods of the original and reversed training samples. This 

process is called dual training. Note that our method can be easily adapted to the other classifiers such as naïve Bayes and 

SVMs. 
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Figure 1.The process of Dual Sentiment Analysis 

 

III. Dual Prediction. 

 

Dual prediction works in addressing the polarity shift problem. This time we think “I don’t like this book. It is       boring” is 

an original test review, and “I like this book. It is interesting” is the reversed test review. Accordingly, it is very likely that 

the original test review will be misclassified as Positive. While in Dual Prediction, due to the removal of negation in the 

reversed review, “like” this time the plays a positive role. Therefore, the probability that the reversed review being classified 

into Positive must be high. In Dual Prediction, a weighted combination of two component predictions is used as the dual 

prediction output. 

 

IV. MATHEMATICAL MODEL 

 

• Let S be the system that describes the product review extraction, pre-processing, sentiment labeling, sentiment analysis. 

• S={Pr,Pt,S1} 

• Pr =Product Review 

• S1={Pv,Nv,Ne} 

• Pv={P1,P2,……..,Pn}=Positive class 

• Nv={N1,N2,……..,Nn}= Negative class 

• Ne={Ne1,Ne2,….,Nen}= Neutral class 

              Where, 

• S=Sentiment analysis system. 

• Pt= Preprocessing of product review(Slang word translation, Non-English word and URL removal). 

• S1= Classify review in three category(Positive, Negative, Neutral). 

• P1,P2…Pn= Positive product review class. 

• N1,N2...Nn= Negative product review class. 

• Ne1,Ne2..Nen= Neutral product review class. 

 

V. ALGORITHM 

 

The Naive Bayesian classifier is based on Bayes’ theorem with independence assumptions between predictors. A Naive 

Bayesian model is easy to build, with no complicated iterative parameter estimation which makes it  particularly useful for 

very large datasets. Despite its simplicity, the Naive Bayesian classifier often does surprisingly well and is widely used 

because it often outperforms more sophisticated classification methods.  
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Bayes theorem provides a way of calculating the posterior probability, P(c|x), from P(c), P(x), and P(x|c). Naive Bayes 

classifier assume that the effect of the value of a predictor (x) on a given class (c) is independent of the values of other 

predictors. This assumption is called class conditional independence. 

 

 
Above,  

 P(c|x) is the posterior probability of class (c, target) given predictor (x, attributes).  

 P(c) is the prior probability of class.  

 P(x|c) is the likelihood which is the probability of predictor given class.  

 P(x) is the prior probability of predictor.  
 

VI. RESULT 
 

Graph Of Sentiment Classification-: 

 

  
 

Graph of Buy Count and Hit Count-: 
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In the existing system buy count and hit count are not shown, whereas in this system the graphical representation of buy 

count and hit count is shown. Also the graphical representation of sentiment category such as positive, negative and neutral is 

represented as show in figure.   

 

VII. CONCLUSION 

 

Sentiment analysis is useful for anyone who is going to make a decision. Sentiment analysis is helpful in different field for 

identifying and expressing sentiment. It is helpful for everyone who want to buy a product and they can decide which product 

is best. Sentiment analysis helps Enterprises to know what customers think about their products. Therefore companies can 

take decisions about their products and its qualities based on customer’s feedback. Thus companies can modify their products 

features and introduce new products according to customers’ opinions in a better and faster way. 
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