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Abstract—In most of the cases of accidents the prime cause of the accident is the distracted state of driver With the 

increase of In Vehicle Information System such cases are increasing. This problem can be solved by monitoring and 

predicting the state of driver while driving and installing the autonomous prevention system to take preventive actions. In 

order to realize this strategy we have used Convolutional Neural Networks and deep learning concepts in order to classify 

the image of driver into 10 different classes that are which include texting,talking to passenger,talking on the 

phone,looking left or right,searching something at the back seat,hair and make up,operating radio and drinking. Once the 
class of image is predicted the autonomous preventive system can be invoked to take the preventive steps accordingly.  
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I. INTRODUCTION 
 

We are familiar with the concepts of machine learning and know that they can be used to classify a dataset .This feature 

can be used here to solve this problem. We can generate a classifier that is able to classify the various states of a driver 

depending on the image provided .The classified state , if found distracted , can then be used to generate an alarm to alert 

the driver and prevent the possibility of an accident .For this purpose we have obtained the dataset of drivers driving in 

different set. Using this dataset as training set and machine learning algorithms we will be able to generate a classifier that 
would predict the distracted state of the driver .Following States of Driver are to be predicted.: texting ,talking to 

passenger, talking on the phone, looking left or right, searching something at the back seat, hair and makeup , operating 

radio and drinking.We aim at building a model using Convolutional Neutral Network which could classify the images 

based on different states of driver. The images that are used for training and building the model has been taken using a 

static driving simulator with real human subjects performing a specific secondary task.  

 

II. GOALS AND OBJECTIVE 
 

The main goal of this project is to build a classifier model using machine learning and deep learning concepts that can 

classify the image of a driver into different classes and predict the distracted state of the driver .The accuracy of such a 

system must be high and the response time must be very low. Also the classifier system can be integrated with a 

autonomous prevention system such as auto breaking system in order to prevent the occurrence of accident.  The system 
can be extended to real time analysis of driver by reducing the response time and increasing processing power. The ideal 

system must look like something shown below:  

 

 
 

Figure 1 Overview of overall system after Completion 
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III. What is Distracted Driving? 
 

According to National Highway Traffic Safety Administration (NHTSA) , Distracted driving is any activity that 

diverts attention from driving, including talking or texting on your phone, eating and drinking, talking to people in 

your vehicle, fiddling with the stereo, entertainment or navigation system—anything that takes your attention 

away from the task of safe driving. In 2015 alone, 3,477 people were killed, and 391,000 were injured in motor vehicle 

crashes involving distracted drivers. Although existing data are inadequate and not representative of the driving 

population, it is estimated that drivers engage in potentially distracting secondary tasks approximately 30time that their 
vehicles are in motion. (Having a conversation with passengers is the most frequent secondary task, followed by eating, 

smoking, manipulating controls, reaching inside the vehicle, and using cell phones).  

 

IV. ECOSYSTEM SETUP 
 

Creation an Ecosystem means installing and configuring following elements.  

1. Installing Anaconda python on the system and setting up the configuration.  

2. Installing the dependencies such as openCV , numpy , scikit learn and Keras.  

3. Keras by default comes with Tensorflow as backend but we have to shift the backend to Theano .    

4. Obtaining the dataset of driver images captured by the static simulator installed in vehicle and storing in the secondary 

storage of system.   

5. Splitting the data into training and testing data and further splitting the training data into different classes that the 
model needs to be trained for. This has to be done on local storage of system by using the directory structure.  

 

 V. CONVOLUTIONAL NEURAL NETWORKS  
 

ConvNets are designed to process data that come in the form of multiple arrays, for example a colour image composed of 

three 2D arrays containing pixel intensities in the three colour channels. Many data modalities are in the form of multiple 

arrays. Following things needs to be understood to completely understand Convolutional neural Networks :  

 

1. Feature (Convolution Kernels): Just as its literal meaning implies, a feature is a distinct and useful observation or 

pattern obtained from the input data that aids in performing the desired image analysis. The CNN learns the features 

from the input images. Typically, they emerge repeatedly from the data to gain prominence. As an example, when 
performing Face Detection, the fact that every human face has a pair of eyes will be treated as a feature by the system , 

that will be detected and learned by the distinct layers. In generic object classiffication, the edge contours of the 

objects serve as the features. 

2. Receptive Field : It is impractical to connect all neurons with all possible regions of the input volume. It would lead to 

too many weights to train, and produce too high a computational complexity. Thus, instead of connecting each neuron 

to all possible pixels, we specify a 2 dimensional region called the receptive field[14] (say of size 55 units) extending 

to the entire depth of the input (5x5x3 for a 3 colour channel input), within which the encompassed pixels are fully 

connected to the neural networks input layer. Its over these small regions that the network layer cross-sections (each 

consisting of several neurons (called depth columns)) operate and produce the activation map.  

3. Zero-Padding : Zero-padding refers to the process of symmetrically adding zeroes to the input matrix. Its a commonly 

used modification that allows the size of the input to be adjusted to our requirement. It is mostly used in designing the 

CNN layers when the dimensions of the input volume need to be preserved in the output volume.  
4. Hyperparameters : In CNNs, the properties pertaining to the structure of layers and neurons, such spatial 

arrangement and receptive field values, are called hyperparameters. Hyperparameters uniquely specify layers. The 

main CNN hyperparameters are receptive field (R), zero-padding (P), the input volume dimensions (Width x Height x 

Depth, or W x H x D ) and stride length (S).  

5. Convolutional Layer : Each neuron is connected to a certain region of the input volume called the receptive field 

(explained in the previous section). For example, for an input image of dimensions 28x28x3, if the receptive field is 5 

x 5, then each neuron in the Conv. layer is connected to a region of 5x5x3 (the region always comprises the entire 

depth of the input, i.e. all the channel matrices) in the input volume. Hence each neuron will have 75 weighted inputs. 

For a particular value of R (receptive field), we have a cross-section of neurons entirely dedicated to taking inputs 

from this region. Such a cross-section is called a depth column. It extends to the entire depth of the Conv. layer.  

6. The ReLu (Rectified Linear Unit) Layer : ReLu refers to the Rectifier Unit, the most commonly deployed activation 
function for the outputs of the CNN neurons.Unfortunately, the ReLu function is not differentiable at the origin, which 

makes it hard to use with backpropagation training.  

7. Pooling Layer : The pooling layer is usually placed after the Convolutional layer. Its primary utility lies in reducing 

the spatial dimensions (Width x Height) of the Input Volume for the next Convolutional Layer. It does not affect the 

depth dimension of the Volume.  

8. The Fully Connected Layer :The Fully Connected layer is configured exactly the way its name implies: it is fully 

connected with the output of the previous layer. Fully-connected layers are typically used in the last stages of the CNN 

to connect to the output layer and construct the desired number of outputs.  
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Figure 2 Layers Of Convolutional Neural Netwoks 

 

 VI. IMPLEMENTATION  

 

Step 1 : Load the images from the training set into main memory  

 
Step 2: Cleaning the images and converting into grey scale.  

 

Step 3: Cropping the images within a given width and height through program.  

 

Step 4: Defining the hyper parameters such as nb_epoch , filter size , window  stride , batch_size , nb_classes.  

 

Step 5: Stacking up of layers according to the architecture and design.  

 

Step 6: Deciding up the validation split based on the training set.  

 

Step 7: Training to build the CNN model combining the parameters and within training checking out the features learned 
by the model.  

 

Step 8: Evaluating the loss score calculated during training and adjusting down the parameters so that error rate could be 

decreased.  

 

Step 9: Changing the hyper parameters such as epoch value to compare previous models.  

 

Step 10: After the train phase define the architecture and weight associated with neurons in the file so that model could be 

loaded for further testing.  

 

Following is a code snippet how the CNN model has been constructed in python programming language using Keras 

Library :  
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Figure 3 Code Snippet for Layers added to CNN model   
 
 

6.1.Application Development: GUI based App for detection 
The GUI of project was prepared using TKinter library of python in which the user has to select the image and output is 

displayed correspondingly .This is overall application using which the end-user could interact and load the image whose 

categories is to be predicted . It provides the description of the class to which the image belongs .The user interface of the 

project consists of the File Dialog Box used to select the image from any location well within your computer and provides 

the description of it .The components inside the user-interface must be managed in different threads to that The interface 

works softly and efficiently .  
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. 

Figure 4  GUI For selecting image manually 

 

VII. RESULTS 
 

The model provides an accuracy score of .63 which is quite good when compared to building a model with SVM or other 

classifiers .That is out of 10 images our model could predict right answers for at least 6 images .The score for each of the 

classes for a particular image from the testing set has been stored in a csv file..  

The project consisted of two phases the Training and the testing Phase . Results of each phase has been displayed below:  

 

Training Phase:  
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  Figure5  Snapshot Of Training Phase  

 

Testing Phase :When the images of the test set was provided as an input to the model it gave the class scores representing 

the pixel value which it turn denotes the probability of driver involved in that category .The maximum value along the 

various class scores denotes the class in which the image belongs.  

 
Figure 6 Snapshot Of Testing Phase 

 

VIII. CONCLUSION 
 

This paper has presented an overview of different driver distraction classifiers based on ML techniques  .  Our project will 

predict all sorts of distracted state of the driver and thus this application could be used in order to acquaint driver for 

wrong driving deeds which could finally help in accident prevention. This project can be implemented in developing 

systems that would be able to alert the driver if found distracted and help in preventing the accident. This project works on 

classifying images but it could be extended for real time monitoring application that could detect a distracted state in a 

video feed and generate an alarm  
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