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Abstract :This paper gives a brief survey on feature extraction technique Mel-Frequency Cepstral Coefficients (MFCCs) 

to extract the effective and efficient features from speech signal. In this paper, we have studied the different type of 

modifications suggested by different researchers in MFCC technique. It aims to understand all the state -of-the art in the 

field of MFCC such that researchers will be able to understand the modifications carried out in MFCC technique.  
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1. INTRODUCTION 

Speaker recognition is the process of identifying person from known set of voices. The input to speaker recognition 

system is speech signal uttered by a speaker. Speech signal contains speaker specific informat ion. Speaker recognition 

can be text -dependent and text-independent. Text-dependent speaker recognition system requires a fixed phrase as a 

password whereas, text-independent system has no such a constraints  [1] [2]. The speaker recognition system includes 

training and testing mode. In t rain ing mode, speaker specific features are computed and stored in the database in the form 

of speaker model. In  testing mode, unknown speaker’s features are compared with the speake r model stored in  the 

database in training mode. The speaker is identified based on minimum distance calculated in the testing mode. Feature 

extraction and feature matching are the important steps in speaker recognition.  

In feature extraction, speaker specific p roperties are extracted from speech signal. It de-emphasizes on all other 

informat ion which is not useful in speaker recognition, for example, it does not consider what is being said. Feature 

extraction represents raw acoustic signal into compact representation [3]. A sequence of feature vectors provides the 

compact representation of raw speech signal[4] is used to train the speaker model. This speaker model is stored in the 

database in training phase. The speaker specific properties such as resonance of the vocal tract is categorized as short-

term spectral features. The short-term spectral features computed using short frames of speech signal which is of 20 -30 

ms duration.Mel-frequency cepstrum coefficients (MFCCs) are used to represent the spectrum of speech signal in 

speaker recognition. The properties of human auditory system are modelled in the case of MFCCs across frequency. 

In this paper, we review feature ext raction scheme Mel-Frequency Cepstral Coefficients (MFCCs). The section 2 

discusses the MFCC feature extraction scheme. In section 3, we have reviewed the state-of-art of MFCC scheme for 

improving its accuracy. In the last section, we discuss some future scopes for the improvement in accuracy of MFCC 

technique.   

2. MEL- FREQUENCY CEPSTRAL COEFFICIENTS (MFCC)  

MFCCs are widely  used in speaker recognition [3] [5]. MFCCs are based on known variat ions of human ear’s crit ical 

bandwidth with frequencies. Mel-filters are spaced linearly at low frequencies and logarithmically at high frequencies to 

capture the phonetically important characteristics of speech. The Figure 1 shows MFCC extraction procedure.  

a) Pre-emphasis 

Pre-emphasis is performed to enhance the higher frequencies of the spectrum [6] [7]. Pre-emphasis flattens the 

signal making it less susceptible to finite precision. The following FIR filter is applied to the input speech 

signal.  

y(n) = x(n ) - αx(n-1) 

where x(n) is the input speech signal and 0.9 ≤ α ≤ 1  
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Figure 1 Block Diagram of MFCC Technique  

b) Framing  

The speech signal is quasi-periodic in nature. The speech signal is divided into number of frames of duration 20-30 msec. 

over which speech signal assumed to be stationary [6][8]. There is 50% overlap between two successive frames in order 

to avoid any loss of information.  

c) Windowing  

The discontinuities of the signal are min imized by tapering the beginning and end of each frame to zero. Th is is 

performed using windowing technique.Generally, hamming window is preferred. Hamming window has better side lobes 

suppression. The following hamming window is multip lied with each frame.  

xa  = yₐ(n) . w(n)                        a = 1,2,3,......,T  

where 

w(n) = 0.54 -0.46 cos 
2𝜋𝑛

𝑀−1
  

 

d) FFT 

The frequency content of the windowed signal is estimated using Fast Fourier Transform. It converts each frame from 

time domain to the frequency domain. The short-term frequency content of the signal is estimated using FFT of each 

frame. Power spectrum is computed using squared magnitude of a windowed signal.   

e) Mel-Filter Bank 

The windowed signal is multiplied with mel-filter bank. The Mel scale is an auditory scale similar to frequency scale of 

human ear (similar to how human ear perceives sound) [7]. The scale is roughly linear below 1 kHz and logarithmic 

above 1 kHz.  The relationship between linear frequency and mel scale is given by following fo rmula,  

mel (f) = 2595*log10(1 +
𝑓

700
) 

 

f) DCT 

In the last step, logarithm operation is performed  fo llowed by discrete cosine transform to decorrelate the log energies  

[9]. The DCT compresses the signal. The cepstrum is calculated using discrete cosine transform (DCT) or inverse Fourier 

transform to obtain MFCCs [3] [5] [10] [11].  

The difference from the real cepstral is that a nonlinear frequency scale is used, which approximates the behaviour of the 

auditory system. Additionally, these coefficients are robust and reliable to variations according to speakers and recording 

conditions. MFCC is an audio feature extract ion technique which extracts parameters from the speech similar to ones that 

are used by humans for hearing speech, while at the same t ime, deemphasizes all other information.  
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3. STATE-OF-ART IN MFCC 

Though MFCC is popular feature extract ion technique in speaker recognition, its performance is directly proportional to 

noise. This scheme is very sensitive to noise interference, which tends to drastically degrade the performance of 

recognition systems because of the mis -matches between training and testing [12]. A lso, channel mismatch problem in  

speaker verification arises because of different types of channels or handsets used in training and testing phase [13].  

It is observed that there are few areas where performance of this technique degrades. The most of the researchers made 

effort in the field to extract robust features from MFCC technique. The following table describes the well-known existing 

algorithm.  

Table 1 Contribution of various researchers for robust features from MFCC technique 

Sr. 

No. 

Author Contribution Modifications in MFCC Performance Improvement 

1. Zunjing, 

Zhigang, 2005 

[12] 

Use of speech enhancement 

methods spectral subtraction 

and median-filter with modified  

MFCC Transformation. 

Replacement of log function 

in standard MFCC with a 

combination of power law 

function and log function.    

Recognition error rate is reduced 

over a wide SNR range. Improved 

system performance is obtained 

using TIMIT database. 

2. Murty, 

Yegnanarayana, 

2006 [10] 

Importance of complementary  

informat ion (residual phase) for 

speaker recognition. 

Use of Residual Phase 

Information by combin ing 

with  MFCC features. Phase 

features were complementary  

to that of MFCC 

An equal error rate of 10.5% is 

obtained by combination of MFCCs 

and residual phase on NIST-2003 

database.It represents that speaker 

specific information is present in 

residual phase. 

3.  Ajmeara et al., 

2011 [6] 

Used Radon transform and  

Discrete Cosine Transform 

based features for speaker 

identification.  

Radon transform is 

substituted for mel-filter 

bank.  

Limited Radon projections provides 

computationally efficient low 

dimensional feature vector. The 

proposed Radon based features are 

robust to channel and session 

variations.  

4. Hanilci et al., 

2012 [13] 

Recognition accuracy is 

improved by Regularized A ll-

Pole Models (RLP, RWLP, and  

RSW LP).   

DFT in  MFCC is rep laced by 

regularized  linear predict ion 

(RLP) method. 

 

Experiments carried on NIST 2002 

corpus indicates that proposed 

method performs better in noisy 

conditions.  

It outperforms DFT and LP 

techniques in terms of factory and 

babble noises. 

5. Selva Kumari 

et al., 2012 [14] 

Inverted MFCC is used as 

complementary information.  

Fused Inverted MFCC with 

conventional MFCC. 

The performance is evaluated on a 

part of TIMIT database and a 

maximum identification efficiency 

achieved is 93.88% 

6. Nakagawa et 

al., 2012 [11] 

Modified phase information  

extraction method. 

The normalization method 

for phase information is 

proposed and combined with 

MFCCs. 

Experiments are performed using 

NTT database. 

Speaker identificat ion rate of 98.8% 

is achieved and Speaker verificat ion 

equal error rate is reduced to 0.45%  

7. Kinnunen et al., 

2012 [5] 

The variance of spectrum 

estimate is reduced by low 

variance Multitaper MFCC 

features 

The windowed DFT is 

replaced with multitaper 

spectrum estimate. 

Experiments carried  out on different 

corpora, NIST 2002, NIST 2008 

showed consistent improvements. 

On the interview-interview 

condition, MinDCF is improved over 

baseline windowed DFT by relat ive 

1) 20.4% for GMM-SVM classifier 

2) 13.7% for GMM-JFA classifier 

On the telephone data, MinDCF is 

reduced by relative 18.7% for 

GMM-JFA classifier 

8.  Ajmera and 

Holambe, 2012 

Used fractional Fourier 

transform based features for 

The Fourier transform in  

conventional MFCC scheme 

The proposed scheme is robust 

against additive noise, session and 
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[9] speaker recognition is replaced with Fractional 

Fourier Transform.  

channel variations. 

9. Alam et al., 

2013 [3] 

Low-variance mult itaper MFCC 

and PLP features are studied. 

Speaker verificat ion using i-

vector framework is also 

studied. A comparison of 

different weight selection for 

tapers is provided.   

The spectral estimates 

obtained using a set of 

different tapers are averaged 

and then MFCC and PLP are 

computed.  

Speaker verificat ion results carried  

out on NIST 2010 SRE corpus. 

Improvements in recognition 

accuracy is provided by multitaper 

MFCC and PLP features.  

Equal error rate reduction by: 

a) Sine-weighted cepstrum estimator 

based mult itaper 

For MFCC 12.3% 

For PLP 7.5% 

b) mult ipeak multitaper 

For MFCC 12.6% 

For PLP 11.6% 

c) Thomson mult itaper 

For MFCC 9.5% 

For PLP 5.0% 

10. Sahidullahand 

Saha, 2013 [15] 

Differentiation in frequency 

domain  is proposed to compute 

MFCCs.  

Hamming window technique 

is modified to obtain 

derivative of Fourier 

transform.  

The proposed scheme is evaluated 

on NIST 2001, NIST 2004, and 

NIST 2006 databases. 

The performance is improved over 

single taper hamming window and 

multitaper windowing technique. 

The proposed method integrates 

complementary phase informat ion 

which is applicab le for speaker 

recognition. 

 

 

4. FUTURE SCOPE 

The solution for the problems of channel variations can be the combined use of short -term spectral and voice source 

features with high-level features to enhance recognition rate of speaker recognition. This is because short -term spectral 

and voice source features are easy to extract while high-level features are robust against channel mis match effects and 

noise [2] [1]. 

The performance of speaker identificat ion improves when complementary information extracted from high frequency 

part of energy spectrum of speech frame combined with  conventional MFCC technique [14]. Complementary 

informat ion pitch [14], prosody [14], d ialect ical features [14] can be combined with conventional methods like MFCC.  

The speaker recognition accuracy can be increased if time-frequency representation related transform such as Fractional 

Fourier transform is used to substitute Fast Fourier transform [9].  Another approach can be the use of wavelet  based 

feature for speaker recognition. 

The choice of selected feature should be such that it should provide as much information as possible to identify the 

speaker. The reproduction of speech signal by the same speaker can be affected by speaker’s health. The selection of 

feature in such case is very important. The feature which identifies the speaker would  have low speaker variability, 

robust against noise, easy to compute from speech, difficult to mimic, and not to be  affected by speaker’s health [2]. 

5. CONCLUS ION 

 

We have reviewed feature ext raction technique Mel-Frequency Cepstral Coefficients (MFCCs) fo r speaker recognition. 

We have also presented an overview of modificat ions suggested by different researchers in MFCC technique. The factors 

channel mis match, background noise affects the performance of MFCC technique. The scheme for robust feature 

extraction is necessary. Many other sources of informat ion from speech signal such as high -level in formation, 

complementary information can be used to improve accuracy of speaker recognition technique.  
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