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Abstract- In recent years, much effort is done to provide better way to communicate with other systems. One of them is to 

provide interactive way to give commands to other systems. The best way to do so  is using our hands to give commands. 

In order to do so, computer system needs to understand the hand signals. The field of image processing gives us the 

capability to achieve this goal. In past years many research was done to create such system. In this paper, we discuss 

various aspects of hand gesture recognition along with the limitations and remedies to overcome them. The purpose of 

this paper is to develop a way that overcomes some limitations and increase the efficiency. However many research is 

done to achieve this goal yet have some limitations. We analyze these research in literature survey and address to them. 

We have detected hand based on skin pixels. Then hand contour is created from wh ich hand signature (chain code) is 

generated. Based on this signature, hand gesture is recognized using Neural Network. 

Keywords-YCbCr; chain coding; chain code histogram; neural network 

I. INTRODUCTION 

As in current era, computers have become necessary in society, for human– computer interaction (HCI), it will have a 

positive impact on its use. So, the interest is growing for development of new techniques to bridge human –computer 

barrier. Gestures are considered better as an interaction technique that can deliver easier, natural methods for 

communicat ing with our computers  [2]. 

The human gesture recognition has gained much importance in computer-vision field such as visual surveillance, video 

retrieval, sports video analysis, human- computer interactions, Sign Language Recognition (Gesture recognition) [3]. The 

large variations in people appearance, motion performance, and clothing makes human act ion recognition a challenging 

task to perform. In general, the human action recognition can be defined as the process of recognizing the human 

movements or actions from images or videos.  

II. THEORETICAL BACKGROUND 

The standard HGR process has 6 main elements. It is shown in figure 1.  

 

 

Image set: contains the set of images or image on which HGR process is performed.  

 Pre-processing: consist of preliminary functions such as reading of image, noise removal, and image conversion.  

 Background Subtraction: In this part, the un-necessary part (background) of an image is detected and removed from 

further processing. It contains methodologies for hand detection. 

 Feature Extract ion: The feature of hands i.e. hand contour, finger-tip, hand ridges are extracted.  

 Action Classificat ion: The appropriate action or signal of hand is  classified based on features. 

Figure1.Standard HGR Process 
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 Recognized Hand Gesture: In the end, the hand gesture is recognized and appropriate alert or function is performed. 

This is shown in figure 1. [2] 

When developing a system for hand gesture recognition, many steps are to be co nsidered. Those steps are discussed 

below. The first step is about capturing the image or data. 

2.1 Data Acquisition or (Image set) 

For effective hand gesture recognition, data acquisition should be as much perfect as possible . There are several input 

devices for data acquisition. Some of them are given below. 

 Data gloves: They are the devices for perfect data input with h igh accuracy and high speed. It provides accurate 

data of joint angle, rotation, location etc. fo r application in d ifferent virtual reality environments.  

 Colored markers: Colored markers attached to the human skin are also used as input. Color properties are used 

for hand localization. Bare hand is used for hand capture and gesture recognition. 

The latest addition to this list is Microsoft Kinect 3D depth sensor Kinect is a  3D motion sensing in put device widely 

used for gaming. It consists of a laser projector and a CMOS sensor for operation in any lighting [19].  

2.2 Gesture Modelling (Background subtraction) 

In gesture modelling, d ifferent data captured via the input devices are  modelled based on applicat ion type. Gesture 

modelling has four different steps, [16][18] hand segmentation, filter/ noise removal, edge/ contour detection and lastly 

normalizat ion. 

Hand segmentation refers to process of locating the hand in the image. There are varioustechniquesfor segmentation. It 

divides image in 2 parts; foreground containing the hand and background containing the rest. 

 Thresholding:In this method the image is div ided in two parts, foreground and background.It is based upon a 

particular value (known as thresholding value). Such techniques are; range/ depth thresholding [19], some of them 

have used color (RGB, HSV) thresholding [20][22] and some uses  speed thresholding. 

 Skin-based: Human skin  properties are used for detection of hand [24][20][22]. It  separates the background and 

foreground based on defined color range. HSV, YCbCr are example of such techniques. 

 Subtraction: In this approach the background of a test image is  separated with reference to a previous fixed image. It 

finds any changes in the test image. This is mostly used in finding moving objects in videos from static camera.  

 Statistical model: Here, the image is converted into a statistical model. Then we assign a probabilistic value for each 

pixel to be a foreground and background loyalty. Some common approaches used are; Bayesian rule based [26], 

Gaussian mixture model [13],  Expectation Maximization (EM). 

Noise Removal:Noise is a factor which affects the quality of an image as well as any image processing activity done on 

it. There are many methods for noise removal.  Example of such techniques are; Salt and pepper, Morphology erosion 

[7][10], Multidimensional mean [13]. 

Edge detection: Edge or contour detection is a technique which finds boundary of the object from image. Main ly there 

are two types of edge detection techniques; Gradient based Edge detection and Laplacian based Edge detection. The 

gradient method detects the edges by finding the maximum and minimum in the first derivative of the image, whereas the 

Laplacian method determines the zero crossings in the second derivative of the image to detect edges. 

Normalizat ion: The last step of gesture modelling is normalization or feature space reduction [13]. As the region of 

interest for any image is concentrated in a small area, therefore it is desirable to crop only the relevant area and then 

process it further. Th is will speed up the processing to locate the geometric features. 

2.3 Feature Extraction 

Features are the essential element for HGR process. There are large number of features, like, motion, distance, shape, 

orientation, textures, contour, and centre of gravity. Other types of features are geometric features; handcontour, 

fingertips, number of finger. But these features suffer from occlusions and illuminations [16]. Some non-geometric 

features are; color, silhouette, and texture. 
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2.4 Recognition (Classification)  

Once the necessary features are ext racted from the images, these features are sent to recognizer or a special-purpose 

classifiers. Several methods for gesture recognition are: neural network,template matching, d ictionary look-up, statistical 

matching, linguistic matching and ad hoc method. 

Hidden Markov Model (HMM) is a doubly stochastic model .It is appropriate for dealing with the stochastic properties in 

HGR. Some researchers selects HMM as first choice due to higher recognition rates. [7][8]  

Takagi Sugeno Kang (TSK) type fuzzy inference system has been used in [11]. Some researchers have widely used 

different forms of neural network e.g. K-mean based radial basis function neural network [10]. 

Another popular method used is Support Vector Machine (SVM). SVM is a supervised learning and takes a set of input 

data and predicts the output, for each given input based on its training on standard available data set.  

III. PROPOS ED METHOD 

Hand gesture classification is the increasing interest for HCI. Hand gesture recognition is generally addressed by using 

either YCbCr (luminance and chrominance components) or HSV (hue, saturation, value) mappings which assume that a 

hand can be distinguished from the background from some colorfu lness and luminance properties. In  addition, current 

recognition methodsare dependent on descriptors or geometric shapes which can be reliable; however comes at increased 

computational complexity [1]. The proposed HGR process can be depicted as  from figure 2. 

 

 

3.1. Preprocessing 

In the first step, we read an image from file. The read image will be in RGB. Then we convert the image from RGB to 

YCbCr.  

3.2. Segmentation 

In second step, for detecting hand portion from image YCbCr model segmentation technique is used. YCbCr model 

segmentation is color based model for skin detection. In  YCbCr, Cb refers to the Blue-Chrominance component of image 

and Cr refers to the Red-Chrominance component of image while Y is the luminance component which controls lightness 

of image. 

After deep research and practice, some researchers have found a range which detects skin pixel from image with minimal 

interference. [29] 

A mask is prepared based on this value which will contain the hand skin pixels. 

3.3. Hand Threshold 

In hand thresholding, the RGB image is converted into binary image where the skin mask is kept and non -skin mask area 

is removed as is considered as background.  

Figure2.Proposed HGR Process 
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3.4. Mathematical Morphology 

In this step, we find all connected components  from all components in an image. Then we keep the maximum connected 

component and remove all other. This step removes any small background skin p ixels and holes in  an image. This 

generates the clear hand portion. 

3.5. Hand Contour 

In this step we generate hand contour. This can be done using various edge detetion techniques as well as Morphological 

operations. Edge detection techniques include Canny, Roberts, Prewitt, Sobel and morphological operations like 

boundary ext raction operation. After implementing all of these techniques, we conclude cany edge detection gives best 

result. The best result is in terms  of s moothness of contour and correctness of edge position. The canny edg e detection is 

a 5 step process [32]. 

1. Apply Gaussian filter to smooth the image in order to remove the noise 

2. Find the intensity gradients of the image  

3. Apply non-maximum suppression to get rid of spurious response to edge detection  

4. Apply double threshold to determine potential edges 

5. Track edge by hysteresis: Finalize the detection of edges by suppressing all the other edges that are weak and not 

connected to strong edges. 

The formula for Gaussian filter is;[32] 

𝐻𝑖𝑗  = 
1

2𝜋𝜎2
∗  𝑒

−
(𝑖−𝑘−1)2+(𝑗−𝑘−1)2

2𝜎2  

3.6. Freeman Chain Coding  

Chain code [27] is used to represent a boundary by a connected sequence of straight line segments of specified length and 

direction. This representation can be based on 4 (or) 8 connectivity of the segments (figure 3) . The direction of each 

segment is coded by using a numbering scheme. A boundary code in form of sequence of such directional numbers is  

called  as a Freeman Chain Code. The result of chain code is depending on starting point . This method allow us to 

analyze the shape in d ifferent manner. Chain Code traverses the shape in clockwise manner and keeps track of the 

directions as we go from one edge pixel to the next. 

 

To find the chain  code, first object need to be scanned from left to  right. After finding the starting point of an  object 

boundary is traverse till end pixel. Direction code is identified and store into array or list. As shown in figure 3, scanning 

boundary is started from any point and then traversed clockwise or anti-clockwise. At every new pixel, its chain code is 

derived from table given below. The value of chain code can be derived as shown in table 1. ∆x shows the pixel value 

changed in x-direct ion and ∆y shows the pixel value changed in y-direction. The corresponding 8-code and 4-code is 

shown in table 1. 

  

Figure3.Directional Chain Code (4 and 8 

Connected) 
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Table1.Chain Coding 

∆x ∆y 8 code 4 code 

+1 0 0 0 

+1 +1 1  

0 +1 2 1 

-1 +1 3  

-1 0 4 2 

-1 -1 5  

0 -1 6 3 

+1 -1 7  

 

3.7 Chain Code Histogram 

To normalize the chain code, Chain Code Histogram is used. The chain code histogram (CCH) is meant to group together 

objects that look similar to a human observer. CCH has made by counting the number of each kind of steps in Freeman 

chain code representation of the contour. This is shown in figure 4. 

 
 

 

3.8 Recognition 

The network structure we use is multi-layer feed-forward network with back-propagation. The output from one layer 

feeds forward into the next layer of neurons, and nodes between two layers are fu lly  connected with various weights. 

Error is calculated by the difference of outputs from output layer and target outputs. Then errors are feed backward to 

adjust weights,which are then applied to next  iterat ion to generate new network outputs. 

IV. IMPLEMENTATION & RES ULTS  

The implementation is done in MATLAB. The image set is prepared manually. It is shown in figure 5. A ll images are 

having resolution of 576 x 768. We have used image set of 128 images, some of them are shown in figure 9. The Image 

set contains 16 classes of gesture. 
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Figure4.Chain Code Histogram 
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4.1 Preprocessing 

At first, we will read an  image from computer.Th is images will contain the hand gestures.Reading of an image in Mat lab 

is done using imread(). Such two images are shown in figure 6.  

4.2 YCbCr Model Segmentation 

The image used so far is RGB. To detect skin pixels from image, it is converted to YCb Cr. This is done using mat lab 

function rgb2ycbcr().The value of Cb and Cr is set in range of [29]  

77 <= Cb <= 127 and 133 <= Cr <=173 

 

Figure5.Image set 

Figure6.Input Image  
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Then for varying range of r, skin is detected. If skin pixel is found, it is set to blue pixel (RGB = [0 0 255]). Th is skin 

mask is shown in figure 7. 

4.3 Hand Threshold and Mathematical Morphology 

Now this image is converted to black andwhite (im2bw()) using thresholdingfunction graythresh(). Then 

Maximumcomponent is kept from all components toremove un-necessary components fromimage. Result after that is 

shown in figure 8. 

4.4 Hand Contour 

Then hand contour (boundary) of hand is created using Canny Edge Detection (contour = edge(img,'canny') ). 

This is shown in figure 9. 

The hand contour is then used to find the boundary of hand. The boundary points of hand (contour points) will be used as 

an input to chain coding. 

Figure7.Hand Segmentation 

Figure8.Hand Threshold 

Figure9.Hand Contour  
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Figure10.Chain Code Histogram 

4.5 Freeman Chain Coding  

The contour points are given to freeman chain coding algorithm.  

Table 2.Chain Code Mapping  

dx dy Code Mapping 

0 +1 2 8 

0 -1 6 2 

-1 +1 3 7 

-1 -1 5 1 
+1 +1 1 9 

+1 -1 7 3 

-1 0 4 4 

+1 0 0 6 

Here, boundary points are given in pair of (x,y) which is converted to scalar for 8-connected code. Taking base 3, the 

pairing is done using following formula.  

idx = 3*(dy+1)+(dx+1) = 3dy+dx+4 

Mapping Array = (base-3) +1 

4.6 Chain Code Histogram 

Now h istogram of chain code is prepared i.e. we count the frequency of chain code and store it in an array. For given 

image, the histogram looks like following figure 10. 

 

4.7 Recognition 

Then FF-Back-propagation NN is used for recognition. The specification are given below in table 3. We have used two 

hidden layer and varied the no of hidden neurons. After using different number of neurons, maximum recognition is 

achieved at 10 no of neurons. Therefore we use no hidden neurons as 10.  

Table3. NN Input S pecification 
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 Images  

No of Testing  

Images  
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96 32 16 
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The figure 11 shows the Neural Network parameters. The feature vector size is 8. This is given as input in neural 

network. The output in one of the 16 gesture class. 

The recognition result is given in table 4.We have achieved recognition rate of 90.63% when testing on 32 test images. 

Table.4. Recognition Result 

No of Test Images  Correctly Recognized Recognition Rate  

32 29 90.63% 

 

V. CONCLUS ION 

Here we have analyzed various techniques for hand gesture recognition and implemented an approach that increases 

performance with same or less computational load. Using freeman chain coding has allowed us to classify the many 

gesture classes with good accuracy. Proposed method works with cluttered images and it is invariant to translation. Our 

proposed approach is successfully imple mented with average recognition rate of 90.63%.In future, we can improve the 

recognition rate by using multip le features compare it with other techniques. 
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